Improved Machine Learning Model Selection Techniques for Solar Energy Forecasting Applications
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Abstract- Grid-Connected Photovoltaic System (GCPV) in Malaysia had become vital due to its usages and contribution to the community. One of the advanced technologies that has been implemented in the solar field is the forecasting of PV power output and comes with a great challenge to produce high accuracy. This paper focuses on developing a ranking system to evaluate the performance of selected machine learning models. In this paper four models are considered, namely Support Vector Machine (SVM), Gaussian Process Regression (GPR), Linear Regression, and Decision Tree. Utilizing high-resolution ground-based measurement of meteorological and PV system power output, evaluation metrics such as Root Mean Squared Error (RMSE), coefficient of determination ($R^2$), Mean Absolute Deviation (MAD), Mean Absolute Error (MAE), and computation time has been recorded to evaluate the performance of machine learning forecasting methods. Results show that the computation time is the primary criterion that differentiates the performance of forecast models. Other statistical metrics show only marginal differences in terms of performance. The ranking system developed can serve as an indicator for solar power output forecasters to determine the best model for their application.
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1. Introduction

In recent years, the crisis of global warming and energy production have fostered research and development of alternative energy options, renewable and clean. One of the major factors that contribute to increasing the greenhouse effect is the industrial production of greenhouse gases. Therefore, one of the alternatives that can be implemented to reduce global warming cases through clean energy resources such as water that can contribute to hydropower stations and solar energy related to solar farms to produce energy. Photovoltaic (PV) systems are one of the basic technology for converting solar energy into electrical energy. Germany had installed 38.24 GW and China had installed 28.05 GW [1].

Malaysia is committed to reduce carbon dioxide (CO2) emission through The Copenhagen Accord (COP) signed in 2015. A continuation of the accord conducted in Paris stated that Malaysia aims to reduce greenhouse gas emissions by 35% from 2005 levels by 2030 for each unit of economic growth with international support, which could rise to 45% by 2030. Several initiatives have been done by Malaysia to support the growth of renewable energy such as Feed-in Tariff (FiT), Large Scale Solar (LSS) and Net Energy Metering (NEM) as part of the strategy to reduce carbon dioxide emissions. The purpose of FiT scheme introduced by the Malaysian government is to encourage people to change their major electricity supply to the solar grid power system compared by using the electricity supply from the grid [2].

Malaysia also has enormous potential for solar power generation due to the location itself that received a vast
amount of sunlight every year. An early assessment of the potential and status of renewable energy in Malaysia has been conducted with the purpose of supporting the government’s goal of achieving a 20% renewable energy target by 2025 [3]. Malaysia has decided to concentrate on the growth of the economic and manufacturing sector as a priority. Planning and development in solar PV related fields is done by moving beyond the production of solar panels to the production of solar energy. SunPower and First Solar are a few of the established large-scale solar manufacturing companies in Malaysia. 400–600 MJ/m² is the average amount of solar radiation received by Malaysia [3].

Renewable energy depends on renewable resources such as the sun and wind. PV power output relies on the amount of solar irradiance received. A lot of factors can affect the amount of PV output power produced such as the presence of clouds in the sky which may cause significant changes in the incident solar irradiance [4]. An equally unpredictable change in PV output came from various factors such as a sudden change in weather conditions, including insolation levels, and temperature. A lot of factors could affect PV system performance, resulting in unexpected fluctuations in PV output [5]. This situation will also cause problems for solar energy developers to predict the next PV power output. Since weather cannot be controlled, other alternatives need to be considered. The best alternative would be to have fast-response energy storage [6]. Ideally, it should be able to compensate for a sudden loss or increase in PV power output instantaneously. However, the cost is still prohibitive at this stage in time and unless there are breakthroughs in energy storage technology or competition to drive the prices down, this option is not feasible.

The next best alternative would be to anticipate the change through solar energy forecasting. Forecasting helps to the future PV power output with less cost compared to the fast-response energy storage approach. Furthermore, from the forecasted data there are possibilities of the PV power output producing lower or higher than expected real power output, hence encouraging those solar power developers to prepare hedging strategies to compensate for power drops from the solar power plants. Therefore, forecasting PV power output acts as an important approach that should be implemented by solar power developers.

The first section of the organization of the paper discusses the issue and the problems faced by the forecasters. Section 2 of the paper will discuss the important subtopics related to forecasting such as their types, categories in forecasting techniques, and time horizons related to forecasting. Furthermore, artificial intelligence, machine learning, deep learning, weather variables, and the benefits of forecasting will also be discussed in this chapter. Section 3 will explain the flowchart of the project, methods of machine learning forecasting, data that has been used and ranking method developed including the evaluation metrics. In section 4, the discussion revolves around the relationship between weather variables, PV power output, and the strength of each machine learning method concerning the evaluation metrics. Based on the selected criteria, the ranking method developed is elaborated.

2. Literature Review

2.1. Previous Research

A research has proposed a techniques of data mining solar radiation prediction [7]. The research showed that the prediction of solar radiation using the ANN-based prediction offer a better accuracy compared to statistical, conventional, linear, nonlinear and fuzzy logic models. The paper also highlighted that solar radiation is more important compared to other renewable energy resources.

Other research works related to neural networks also indicate favourable results. The use of a dynamic recurrent neural networks (DRNN) was found to outperform a simple feed-forward multilayer perceptron (MLP) in predicting global solar radiation forecast using the same meteorological data [8]. The critical element in producing good forecasts apart from the method is the quality of data itself. Suitable data mining methods must be utilized to select and filter relevant historical data [9].

For sites where actual data is not available, validated synthetic data can serve as a reliable alternative in estimating solar irradiance especially during the planning phase of a solar farm construction [10]. This paper used synthetic data together with statistical forecasting methods. Four time series structures were involved: auto regressive, auto regressive integrated, auto regressive moving average and auto regressive integrated moving average. Other than comparing the mean of the synthetic series with the data set means, coefficient of determination (R²) was involved to obtain the performance of the proposed method.

2.2. Introduction to Forecasting

The method of making forecasts about future events is forecasting. With absolute certainty, they are rarely made and can at best be represented in probabilistic terms, as new discoveries and improved models can lead to updated predictions [11]. Involved quantitative forecasts could be primarily divided into two categories—explanatory models and time series. Explanatory models can be explained by the forecast variable that has an explanatory relationship with one or more other variables, whereas time series forecasting uses only knowledge about the forecast variable and does not attempt to discover the factors that influence its conduct [12]. As a feature of past data, quantitative forecasting techniques are used to predict future data, and when past data is available, it will be sufficient. Moving Averages (MA) and Autoregressive Integrated Moving Average are examples of quantitative forecasting techniques (ARIMA) [13]. Therefore, time series forecasting is the most suitable forecasting concept to be applied in this project.

Qualitative forecasting relies mostly on knowledge, experience, or intuition-based human judgment. Qualitative features consist mainly of subjective inputs, mostly of definitions that are not numerical [14]. It can be used in a wide range of situations where historical data is not required or circumstances that change so rapidly that a previous data-based mathematical forecasting model can become obsolete.
Table 1. Summarization of Qualitative and Quantitative Methods

<table>
<thead>
<tr>
<th>Qualitative Method</th>
<th>Quantitative Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Inputs: Non-numerical description, e.g. expertise, experience, human judgment.</td>
<td>- Inputs: Numerical data based on measurement of related variables depending on the scope of the project.</td>
</tr>
<tr>
<td>- Does not consider numerical measures.</td>
<td>- Enable risk assessment to be conducted intuitively in a short time.</td>
</tr>
<tr>
<td>- Enable risk assessment to be conducted intuitively in a short time.</td>
<td>- Obtained more accurate prediction of risk and generally more expensive with demanding greater experience and advanced tools.</td>
</tr>
<tr>
<td>Applications: Law enforcement.</td>
<td>Applications: Finance, weather prediction.</td>
</tr>
</tbody>
</table>

2.3. Categories in Forecasting Techniques

Forecasting techniques can be divided into three major categories, which are time series, hybrid and physical methods. The time-series approach relies only on previously collected data and does not include any details about the PV systems or the location where they are located [16]. Time series has been the most popular method in the past despite its drawbacks. This includes usage complexity, time-consuming, and not entirely adaptable to large, dynamic data inputs [17].

It is possible to classify these approaches as statistical or artificial intelligence (AI) oriented. Examples of statistical approaches are autoregressive (AR), moving average autoregressive (ARMA), whereas examples of the latter are Artificial Neural Networks (ANN), machine learning, and deep learning. Many research works have utilized various forms of statistical techniques. For example, a simple and succinct methodology has been developed using the ARMA model to forecast hourly power output from a photovoltaic solar generator. Meanwhile, ANN can be categorized as machine learning methods which include several different types such as Multilayer Perceptron (MLP) and Support Vector Machine (SVM). Regression and persistence models are typically used as reference-based models [18]. The drawback of this method is that with forecasting time intervals, the prediction error increases. Statistical time series and neural network approaches are mostly intended for short-term forecasts [19]. Depending on the model architecture collection, a random initial dataset may decrease the reliability of the forecasted results.

Physical methods consist of a series of mathematical equations that explain the physical state and dynamic movement of the atmosphere, focusing primarily on the numeric weather forecast, satellite imaging and sky imagery [20]. The benefits of physical techniques are demonstrated by higher results when weather conditions are stable and that accuracy is highly influenced by sharp shifts in meteorological variables [21]. Total Sky Images benefit from very exact information about the scale, composition, and movement of existing clouds at the prediction stage, the method currently does not account for cloud production or dispersal or significant cloud geometry changes [22].

Models of Numerical Weather Prediction (NWP) are valuable resources in the process of producing wind and solar power output forecasts from a plant. These basic concepts include atmospheric motion, sources of observation and consistency, data assimilation, and the need for model production post-processing, the importance of probabilistic forecasts, and how to validate and check the forecast [23].

A variation of each of the other methods of forecasting is hybrid methods. The hybrid method's basic concept is to combine various models with specific features to overcome the shortcomings of individual techniques, thereby increasing the performance forecast [24]. Hybrid methods can be used along with historical data of meteorological variables, such as numerical weather forecasts, which can lead to better forecasting performance [21]. Fig. 1 shows the summarization of forecasting techniques based on time-series, a physical and hybrid method that has been mentioned earlier.

2.4. Introduction to Artificial Intelligence

Artificial Intelligence (AI) is the science and engineering of enabling machines to demonstrate intelligence in areas such as visual identification, speech recognition, and decision-making. In essence, it is the artificial version of human intelligence done by machines, in particular computer systems [25]. Recently, artificial intelligence is reflected as the imitation of the human brain which tries to stimulate their learning process to mimic the human brainpower [26]. In simple terms, AI aims to extend and augment the capacity and efficiency of mankind in tasks of remaking nature and governing society through intelligent machines. Machine learning (ML) is a branch of Artificial Intelligence that pushes forward the idea that, by giving access to the right data, machines can learn by themselves how to solve a specific problem [27]. In its most fundamental function, machine learning is the practice of using algorithms in various fields such as finance, marketing, development, and weather to parse data, learn from it, and then determine or predict performance. The computer is then "trained" with a specific set of instructions to accomplish a specific task using vast quantities of data and algorithms that allow it to learn how to execute the task [28].

The learning potential of deep learning is higher compared to conventional machine learning techniques and can allow greater use of datasets for extracting features [29]. In fields such as medical applications, self-driving vehicles, and predictive forecasting. It has already had a significant effect and one of the examples of deep learning is the Deep Neural Network (DNN). Fig. 2 shows the overall idea of artificial intelligence, machine learning, and deep learning.
There are generally three types of time horizons in forecasting which are short-term, medium-term, and long-term. Short-term forecasting can be in the form of hours ranging from 0 up to 6-8 hours [30]. Business conditions and services around the world are also increasingly evolving along with the rapid growth of the internet and economic exchanges, and therefore predicting accuracy has been influenced by further uncertainties. As a result, many strategists have embraced short-term forecasting strategies to adapt in real-time to the shift in market environments. Short-term forecasts have been commonly used in small-size power systems in demand prediction, inventory management, finance, and scheduling [31].

The medium-term outlook varies from 0 hours to 7 days in advance, covering many days. This type of forecast is helpful in many ways such as electricity markets trading, and maintenance planning. Finally, the long-term prognosis can be a weekly forecast. This range encompasses applications that can start from 1-2 weeks for planning maintenance to months for planning hydro-storage. Some end-users need forecasts for up to 2 years [30]. A summary of time horizon in forecasting has been showed in Table 2.

2.5. Time Horizons in Forecasting

<table>
<thead>
<tr>
<th>Time Horizon</th>
<th>Period</th>
<th>Example</th>
<th>Description</th>
</tr>
</thead>
</table>
| Short Term Forecast | 0 up to 6-8 hours | • 5-minutes ahead  
• 30-minutes ahead  
• Hourly | Utilized in demand estimation, inventory control, finance, and scheduling in small size power systems. |
| Medium-Term Forecast | 0 hours up to 7 days | • 2-hours ahead  
• Daily  
• 2-days ahead | useful for functions such as unit commitment, trading in electricity markets, and even maintenance planning |
| Long Term Forecast | 1-2 weeks up to months | • Weekly  
• Monthly | Useful for maintenance planning up to months for hydro-storage planning |

The supply and transportation of energy are critical to the future of all developing countries. It is reasonable to predict that energy demand will continue to rise in the near future. Sustainability elements related to renewable energy have become one of the big concerns for both consumers and energy providers. A balanced partnership between society and the environment requires the deployment of renewable energy sources. Renewable energy also provides customers with safe and affordable choices for living in a healthy and environmentally sustainable world [35]. Lastly, weather forecasting provides a lot of advantages in many aspects such as daily activities, electrical, construction, transportation, agriculture, marine, and military. Thus, unprepared individuals and businesses can end up in risky situations and may end up being harmed without proper weather forecasts [36].

2.7. Weather Variables

The status of the atmosphere refers to weather conditions, defining the status of the atmosphere either it is hot or cold, calm or stormy, and many more. Weather variables such as solar irradiance, wind speed, cloud cover, and ambient temperature can affect the PV power output produced. For instance, a sudden change in solar irradiance on the surface of the solar panels will also make instantaneous changes in the PV power output. Therefore, issues such as power fluctuation occurred at the grid was one of the effects of a sudden change in solar irradiance [37]. All the weather variables mentioned earlier can affect the machine learning forecasting accuracy.

The importance of weather forecasting is demonstrated in Table 2. The table shows the importance of weather forecasting in various fields such as finance, production, and service providers—weather conditions and demographic variables. There are also adverse effects of major PV fluctuations on an unprepared grid, in addition to the technological difficulties of a grid-connected PV system, including voltage breaches, flicker, and other power quality problems, reverse power flow and safety synchronization problems, increased wear on utility equipment, and actual and reactive power imbalances [32]. From the precise viewpoint, it is very important to contribute and improve the efficiency of electricity supplied to the grid and, therefore, to reduce the supplementary costs associated with general fluctuations [33]. Any climate change, ranging from agriculture transportation to water resource management, will affect many social, economic, and tourism activities [34].
and error of the data. A lot of forecasting techniques have been done in other countries and the process of collecting and filtering input data was very important before forecasting.

The scattered radiation directly from the sun on the earth's surface is called direct solar radiation. Solar radiances is a calculation of the photovoltaic module's power output. However, since solar irradiance is affected by air substances, the solar photovoltaic is unable to generate stable power output and the module is therefore shielded from the clouds, predicting solar irradiance accurately is an essential problem [38].

To have a better understanding of climate variability, climate dynamics, and radiation balance, high-resolution space-time surface solar irradiance data is necessary [39]. The previous research paper, clearly showed that solar irradiance is the most important element that can affect the photovoltaic power output to be produced.

The wind is also one of the energies that can be harnessed and converted by turbines called wind turbines into electricity and the amount of electricity generated depends on its size and wind speed. Wind speed is significant because wind speed and velocity largely decide the amount of electricity that wind turbines can produce [40]. In the aspect of solar energy production, wind speed has been one of the factors that affect the power output produced from the solar panels. Wind speed can cause other variables such as solar irradiance and panel temperature change from the expected value based on the weather condition hence decreasing the forecasting power output from the solar power plant.

Ambient temperature means the surrounding temperature of a machine or equipment. In this research, ambient temperature refers to the temperature around the solar panels. Ambient temperature can also increase or decrease the panels' temperature hence, it will also affect the power output produced by the panels. Research on ambient temperature has been done and claimed that the prediction of energy consumption and solar-radiation are also related to ambient air temperature forecasting [41]. Ambient temperature will affect the temperature of solar panels hence will be related to the PV power output productions. However, ambient temperature has a positive association with the system's power production, so the temperature can be used in the design and estimation of the amorphous silicon photovoltaic solar system's success in the field of research.

3. Methodology

3.1. Data

The measured Global Horizontal Irradiance (GHI) and the values of atmospheric temperature used in this article are obtained from a weather station situated at 2.32°N, 102.3°E, on the rooftop of the Faculty of Electrical Engineering, Universiti Teknikal Malaysia Melaka. There are two stations mounted on the rooftop for redundancy. For each second, the data is collected and stored in a main and backup server. The average amount of data for this paper is every five minutes and the period is from 1 January 2014 to 31 December 2016. The data were split into two categories, with training data from 1 January 2014 to 31 December 2015 and data from 1 January 2016 to 31 December 2016 being used for training.

3.2. Flowchart of Data Processing

Fig. 3 shows the flowchart of data processing that has been done in this project. Collecting and filtering data is the first stage to gather and analyze the data then followed by separating the data into two categories that are training data and testing data. After the process of prediction takes place by the machine learning, evaluation metrics will be used to evaluate the performance of each of the machine learning models. Last but not least, a ranking system has been implemented based on the computation time between those machine learning methods.

![Flowchart of Data Processing](image)

**Fig. 3. Flowchart of Data Processing**

3.2.1. Collecting and Filtering Data

In this project, data has been collected for the years 2014, 2015, and 2016. All the variables such as solar irradiance, tilt irradiance, wind speed, humidity, and power output for each inverter installed in the solar laboratory were being tabulated and stored in the Excel file. Furthermore, all the collected data will be filtered based on weather conditions. Some of the power output data were lost due to the activities in the lab such as maintenance of the system. During the maintenance, some inverters needed to be shut down for services. Another reason can cause incomplete data such as maintenance activities at the ground-based measurement station, and broken sensors. In the year 2016, the amount of data loss was higher compared to 2015 and 2014.

3.2.2. Training and Testing Data

In this project, data that has been collected for the years 2014 and 2015 has been used as training data for machine learning forecasting. The input variables involved in the training data were ambient temperature, solar irradiance, and historical PV power output. A total of 12,048 hourly data were recorded for the years 2014, 2015, and 2016. From this
portion, 8033 training data from the years 2014 and 2015 were used for training while 4015 data that has been collected in 2016 were used for testing. The same input variables involved in the training data has been used in the testing data.

### 3.3. Machine Learning

Machine learning methods used in this project are GPR, (SVM), Linear Regression, and Decision Tree. The selection is based on commonly used methods for regression applications. To validate the performance, a series of evaluation metrics are needed to benchmark each model’s accuracy and margin of error. The terms used to define the characteristics of a given model has been showed in Table 3.

**Table 3. Terms of Machine Learning Models**

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interpretability</td>
<td>The ability of a prediction model to explain the prediction in understandable terms to human.</td>
</tr>
<tr>
<td>Flexibility</td>
<td>The ability of a prediction model to vary within a given set of training data.</td>
</tr>
<tr>
<td>Overfitting</td>
<td>As a consequence of an overly complex model, the algorithm captures the noise of results.</td>
</tr>
<tr>
<td>Underfitting</td>
<td>As a result of an overly simple model, the algorithm can not capture the basic pattern of data.</td>
</tr>
</tbody>
</table>

**3.3.1. Support Vector Machine (SVM)**

In machine learning, SVM is defined as supervised learning models with associated learning algorithms that analyze data used for classification and regression analysis. Research projects have explored the use of support vector machines to estimate solar irradiance hourly in a tropical country [42]. The evaluation tests for the performance verifications for the individual models and the result showed that the SVM performs considerably better than standard technology. The characteristics of support vector machine (SVM) models have been presented in Table 4. Apart from linear SVM, all other SVM variants have poor interpretability and varying ranges of flexibility.

**3.3.2. Linear Regression**

As these regression estimates are used to describe the association between the variables, linear regression is a simple and widely used form of predictive analysis. A regression curve can be used to establish a correlation between an interesting variable and one or more associated variables that are supposed to affect the problem of forecasting. If data is abundant, the regression curve reflects a curve moving through the bulk of the data [43]. Normally, the first few subjects selected by individuals in researching predictive modelling is the linear regression. The characteristics of linear regression models has been explained in Table 5. In general, all its variants have good interpretability but low flexibility.

**3.3.3. Gaussian Process Regression (GPR)**

Over the last decade, Gaussian Processes (GP) have received considerable attention from many authors due to their frequent appearance in many areas of statistical theory and practice, particularly in machine learning approaches [44]. A powerful statistical learning tool for modeling non-linear mapping is Gaussian process regression and it is supervised learning and can be divided into two categories: classification and regression. Discrete class labels are the outputs for classification, regression concerns the prediction of continuous quantities [45]. The characteristics of the Gaussian Process Regression models in MATLAB showed in Table 6. The different kernel functions used by each model determine the differences in data interpretation.

**Table 4. Characteristics of the Support Vector Machine (SVM) models**

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Interpretability</th>
<th>Flexibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear SVM</td>
<td>Easy</td>
<td>Low</td>
</tr>
<tr>
<td>Quadratic SVM</td>
<td>Hard</td>
<td>Medium</td>
</tr>
<tr>
<td>Cubic SVM</td>
<td>Hard</td>
<td>Medium</td>
</tr>
<tr>
<td>Fine Gaussian SVM</td>
<td>Hard</td>
<td>High</td>
</tr>
<tr>
<td>Medium Gaussian SVM</td>
<td>Hard</td>
<td>Medium</td>
</tr>
<tr>
<td>Coarse Gaussian SVM</td>
<td>Hard</td>
<td>Low</td>
</tr>
</tbody>
</table>

**Table 5. Characteristics of Linear Regression models**

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Interpretability</th>
<th>Flexibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>Easy</td>
<td>Very Low</td>
</tr>
<tr>
<td>Interactions Linear</td>
<td>Easy</td>
<td>Medium</td>
</tr>
<tr>
<td>Robust Linear</td>
<td>Easy</td>
<td>Very low</td>
</tr>
<tr>
<td>Stepwise Linear</td>
<td>Easy</td>
<td>Medium</td>
</tr>
</tbody>
</table>

**Table 6. Characteristics of the Gaussian Process Regression models**

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Interpretability</th>
<th>Flexibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential GPR</td>
<td>Hard</td>
<td>Automatic</td>
</tr>
<tr>
<td>Matern 5/2 GPR</td>
<td>Hard</td>
<td>Automatic</td>
</tr>
<tr>
<td>Squared Exponential GPR</td>
<td>Hard</td>
<td>Automatic</td>
</tr>
<tr>
<td>Rational Quadratic GPR</td>
<td>Hard</td>
<td>Automatic</td>
</tr>
</tbody>
</table>
objects, divergence paths represent the attribute values possibility, and each leaf node corresponds to the value of the entity represented by the path to the leaf node from the root node [47]. Fig. 4 shows a simple example to illustrate the decision tree concept and Table 7 summarizes the interpretability and flexibility of the models.

**Table 7. Characteristics of the Regression Tree models**

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Interpretability</th>
<th>Flexibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fine Tree</td>
<td>Easy</td>
<td>High</td>
</tr>
<tr>
<td>Medium Tree</td>
<td>Easy</td>
<td>Medium</td>
</tr>
<tr>
<td>Coarse Tree</td>
<td>Easy</td>
<td>Low</td>
</tr>
</tbody>
</table>

3.4. Ranking Method and Evaluation Metrics

Material and decision selection is an important process that needs to be carefully carried out to increase the probability of success in decision making [48]. Decision-making involves many parameters and criteria to be considered to find the best solution. Multicriteria Decision-making (MCDM) refers to the prioritization, ranking, or selection of human judgment-based alternatives from A finite set of alternatives for decisions in terms of many typically contradictory parameters [49].

Evaluation metrics are the formulae used in this paper to determine the accuracy and error obtained from the machine learning forecast. As a common statistical metric, the RMSE has been applied to calculate model efficiency in meteorology, climate science studies, and other applications. While the MAE is another useful measuring tool commonly applied in model assessments [50], RMSE is a metric that is often used interchangeably as a measure of forecast accuracy [51].

Furthermore, some previous researches also applied the same evaluation metrics. For example, a research on the characterization of solar parameters played an important role in the installation of solar energy. In this paper, three different curve fitting methods, Fourier, sum of sines and smoothing spline, were being applied to model global solar radiation and air temperature parameters. Hence, there were two evaluation metrics used that are coefficient of determination (R²) and the root mean squared error (RMSE) to determine the accuracy of the proposed method [52].

Besides, the determination coefficient is the proportion of the variance in the dependent variable that can be estimated by one or more independent variables. It gives a measure of how the model replicates well-observed findings, based on the proportion of total variance illustrated by the outcomes. The R² determination coefficient will have a value ranging from 0 to 1. A value of R² near 1 indicates that the different input values explain the majority of the variation of the response results, while a value of R² near 0 indicates that little of the variation is explained by the different input values [53].

Mean Average Deviation (MAD) is often regarded as a robust measure of the scale of distribution [54]. By averaging the alleged mistake, MAD tests the accuracy of the forecast by (the absolute value of each error) [55]. The following formulae are the formula of MAE, RMSE, R² and MAD.

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} [e_i]^2}
\]

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |e_i|
\]

\[
R^2 = \frac{n(\sum xy) - (\sum x)(\sum y)}{\sqrt{(n\sum x^2 - (\sum x)^2)(n\sum y^2 - (\sum y)^2)}}
\]

\[
\text{MAD} = \frac{\sum_{i=1}^{n} |y_i - \bar{y}|}{n}
\]

4. Results

4.1. Weather Variables Against PV Power Output

As mentioned earlier, weather variables are important input data for the process of forecasting in machine learning. A good relationship between the variables and PV power output will help in generating a well-organized forecasting method. Therefore, the selection of correct inputs for machine learning is very important to produce less error and high accuracy.

Fig. 5 depicts the PV power output variation with the change in ambient temperature and the PV performance increases with ambient temperature linearly and vice versa. The correlation between both variables represented by the figure. There is also a field study that claimed both variables had an efficient correlation with each other [56]. The research has been done on an online platform of a weather forecast and ambient temperature is one of the important inputs for the ANN in the research. Therefore, ambient temperature could be included as input to produce a high accuracy forecasting method.

The next weather variable examined in this paper is the wind speed. Based on the theory, wind speed plays an important role in heat dissipation which reduces or decreases the cell temperature. Wind speed in this area varies and could be one of the variables that would influence the PV power output. Fig. 6 showed that the PV power output pattern has a low correlation with the pattern of wind speed. Even though wind speed can reduce the temperature of solar panels for optimum absorption of solar irradiance, it is not reflected in the data since the relationship is indirect. A weak correlation indicates that if used as an input, it will lead to a decrease in forecast accuracy.

Fig. 7 shows that PV power output had the best correlation with the solar irradiance compared to ambient temperature and
wind speed. The pattern of solar irradiance against the PV power output is well-mapped between each other and this points out that solar irradiance could be the highest impact on input data for forecasting. Therefore, solar irradiance is best recommended as one of the important inputs for machine learning forecasting. Solar irradiance has the strongest influence in accurately forecasting PV power output.

In addition, other weather parameters such as cloud cover, shading, and humidity also affect the PV power output. Higher forecasting accuracy needs a larger number of inputs to the forecast models. However, the cost and complexity of model computation will also be increased due to the process of aggregating a vast amount of input parameters. Hence, a forecast model with optimal inputs will be a huge contribution to overcome the problems of expensive cost and complexity while at the same time producing good forecasting performance with high accuracy and low error.

4.2. Forecasting Result of Machine Learning Methods

The results of forecasting for each of the machine learning methods have been recorded and tabulated in Table 8. Standard evaluation metrics such as the RMSE, MAE, MAD, and R2 have been calculated to evaluate the performance of each machine learning and computation time that has also been recorded in the same table.

First of all, the coefficient of determination, R2, and the RMSE for each machine learning method has been recorded in Table 8. In this project, the coefficient of determination (R2 > 85%) and root mean squared error (RMSE < 10%) has been chosen as the reference indicator for each machine learning methods. Based on the tabulated results, the value of R2 and RMSE for each machine learning methods evaluation metrics exceed the minimum reference value that has been set. Therefore, both evaluation metrics showed that all the machine learning methods are well-forecast using the same input data set.

The overall best performance in terms of RMSE is Fine Tree (5.83%) which also obtained the best coefficient of determination (R2 = 95.91%) compared to other machine learning methods. Fig. 8 shows the scatter plot (R2) of Fine Tree, Cubic SVM, Interaction Linear Regression, and Rational Quadratic GPR. From the four methods that have been chosen, Fine Tree has the highest value of R2 which means that it had the highest accuracy among the others. It is shown that the amount of the data from Fine Tree that plotted away from the linear line is less than the data from Squared Exponential SVM plotted away from the linear line. The best value of R2 can be obtained if all the forecast data superimposes the input data. Therefore the distance between every point towards the linear regression line plays an important role in representing the accuracy of the model that has been developed.

Based on Table 9, the main reason Fine Tree has the best evaluation metrics performance is due to the ability to interpret data easier and has high flexibility in terms of processing the algorithm. Another proof can be seen in the result of MAD, Fine Tree has the lowest value of MAD (3.7%). Furthermore, the value of MAE for each machine learning method was almost the same and can be round off to 35%. MAE that has been calculated showed the model evaluation that exactly represented the whole system performance based on the error calculated.

A summary of the evaluation metrics results indicates that there are insignificant differences between the performance metrics. This is because of the criteria of the data that were used in this paper and the ability of the evaluation metrics to process the data to obtain the average or mean error. Different data sets may produce results with favor other types of models depending on the context and expectation. Therefore, this paper suggests the use of computation time as the primary indicator to determine the appropriate model selection.

4.3. Ranking of Forecasting Methods

The Computation time is the time for machine learning methods to complete the process of forecasting PV power output. From Table 8, Rational Quadratic GPR has the longest time while Interaction Linear Regression has the shortest time taken to complete the process mentioned earlier. The cons for Rational Quadratic GPR is the time computation recorded that is 15032 seconds which is over four hours to complete forecasting. This case will be a disadvantage for the users to predict the value of PV power output for the next hour. As shown in Table 8, machine learning methods from the group of Gaussian Process Regression have hard data interpretability. This is one of the factors that affect forecasting computation time.

The ranking method is recorded in Table 8. The lowest computation time will be first placed and vice versa. The lowest computation time in this project comes from Interaction Linear Regression. From Table 5, the group of Linear Regression has easy data interpretability to process the input data. This is the main factor that contributes to having the shortest computation time in forecasting. Therefore, Interaction Linear Regression has great potential to overcome a sudden change in climate and forecast the next PV power output. Fig. 10 shows the hourly forecasted of Fine Tree, Squared Exponential SVM, Robust Linear Regression, and Exponential GPR with the real PV power output from 1st January 2016 until 4th January 2016. All of the machine learning methods that have been chosen in this figure has the lowest percentage of RMSE compare to other methods in each of the groups. It clearly showed from the figure, that there is no big difference between the forecasted PV power outputs with the real PV power output but there is a big difference in computation time as shown in Fig. 9.

5. Conclusion

This research work has been done to highlight that the average result of forecasting could be obtained from the same input data for weather forecast but there is one important aspect that should be considered to forecast weather data that is computation time. The forecast model should have the flexibility to accommodate new data when there is a sudden change in weather profile. In this scenario, the aspect of computation time should be the best criterion to be highlighted in the PV forecasting field.
Table 8. Result of RMSE, MAE, $R^2$, Computation Time(s) and Weightage Ranking Method

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE (%)</th>
<th>MAE (%)</th>
<th>$R^2$ (%)</th>
<th>MAD (%)</th>
<th>Computation Time (s)</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matern 5/2 GPR</td>
<td>7.95</td>
<td>34.93</td>
<td>92.19</td>
<td>5.2</td>
<td>2:29:54</td>
<td>15</td>
</tr>
<tr>
<td>Rational Quadratic GPR</td>
<td>8.01</td>
<td>34.93</td>
<td>92.05</td>
<td>5.2</td>
<td>4:10:32</td>
<td>17</td>
</tr>
<tr>
<td>Exponential GPR</td>
<td>7.78</td>
<td>34.93</td>
<td>92.56</td>
<td>5.1</td>
<td>2:0:21</td>
<td>16</td>
</tr>
<tr>
<td>Squared Exponential GPR</td>
<td>8.01</td>
<td>34.93</td>
<td>92.04</td>
<td>5.2</td>
<td>1:30:49</td>
<td>14</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>8.14</td>
<td>34.93</td>
<td>92.13</td>
<td>5.6</td>
<td>0:0:9</td>
<td>2</td>
</tr>
<tr>
<td>Interaction Linear Regression</td>
<td>7.91</td>
<td>34.95</td>
<td>92.79</td>
<td>4.8</td>
<td>0:0:6</td>
<td>1</td>
</tr>
<tr>
<td>Robust Linear Regression</td>
<td>7.66</td>
<td>35.37</td>
<td>92.40</td>
<td>4.8</td>
<td>0:0:14</td>
<td>4</td>
</tr>
<tr>
<td>Stepwise Linear Regression</td>
<td>7.91</td>
<td>34.95</td>
<td>92.79</td>
<td>5.3</td>
<td>0:0:15</td>
<td>6</td>
</tr>
<tr>
<td>Coarse Tree</td>
<td>7.56</td>
<td>34.93</td>
<td>92.96</td>
<td>4.9</td>
<td>0:0:13</td>
<td>3</td>
</tr>
<tr>
<td>Fine Tree</td>
<td>5.83</td>
<td>34.93</td>
<td>95.91</td>
<td>3.7</td>
<td>0:0:18</td>
<td>7</td>
</tr>
<tr>
<td>Medium Tree</td>
<td>6.93</td>
<td>34.93</td>
<td>94.09</td>
<td>4.5</td>
<td>0:0:14</td>
<td>5</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>7.70</td>
<td>35.20</td>
<td>92.32</td>
<td>4.9</td>
<td>0:13:53</td>
<td>11</td>
</tr>
<tr>
<td>Quadratic SVM</td>
<td>7.55</td>
<td>35.33</td>
<td>92.86</td>
<td>4.6</td>
<td>0:14:17</td>
<td>12</td>
</tr>
<tr>
<td>Cubic SVM</td>
<td>7.57</td>
<td>34.93</td>
<td>92.88</td>
<td>4.6</td>
<td>1:30:29</td>
<td>13</td>
</tr>
<tr>
<td>Fine Gaussian SVM</td>
<td>7.43</td>
<td>35.57</td>
<td>93.34</td>
<td>4.5</td>
<td>0:5:0</td>
<td>8</td>
</tr>
<tr>
<td>Medium Gaussian SVM</td>
<td>7.47</td>
<td>35.56</td>
<td>93.19</td>
<td>4.5</td>
<td>0:9:18</td>
<td>9</td>
</tr>
<tr>
<td>Coarse Gaussian SVM</td>
<td>7.51</td>
<td>35.50</td>
<td>93.02</td>
<td>4.5</td>
<td>0:13:30</td>
<td>10</td>
</tr>
</tbody>
</table>

Fig. 5. PV Power Output against Ambient Temperature

Fig. 6. PV Power Output against Wind Speed

Fig. 7. PV Power Output against Solar Irradiance.
Fig. 8. $R^2$ of Fine Tree, Squared Exponential SVM, Robust Linear Regression and Exponential GPR.

Fig. 9. Computation Time of Fine Tree, Cubic SVM, Interaction Linear Regression, and Rational Quadratic GPR.

Fig. 10. Hourly Forecasted of Fine Tree, Squared Exponential SVM, Robust Linear Regression, and Exponential GPR.
For example, the result in Table 8 showed that both Interaction Linear Regression and Rational Quadratic Gaussian Process Regression have RMSE value 7.91% and 8.01% respectively. Even though there is a slight difference in the result of evaluation metrics but a greater difference in computation time. Interaction Linear Regression only need six seconds while Rational Quadratic Gaussian Process Regression required more than two hours to complete the forecasting process. Hence, it is worth to be considered in the forecasting process. Therefore, this project highlights the potential of computation time in the machine learning method in forecasting PV power output.

For future work, the study should consider different data duration so that the machine learning model can tune its algorithm more precisely. Furthermore, if data with shorter or longer time intervals such as five-minute, one-minute, daily or two-hour data is available, this should also be investigated as the input variables help increase the accuracy and reduce the error of PV power output forecasting. Lastly, hybrid models or multilayer of machine learning should also be studied to determine whether they produce similar results and identify which method is the most suitable for localized PV system forecasting.
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