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Abstract- The utilization of the modern power electronics equipment causes fluctuation of loads which is the cause of 

distortion of normal sinusoidal pattern of the current and voltage waveforms thus leading to disturbances in the system known 

as harmonics. These disturbances are the main factor of overheating the equipment, reducing the efficiency and thus damaging 

the system equipment. Here in this paper a Shunt Active Power Filter is designed to eliminate the harmonics in a power system 

in grid connected mode of operation. The SAPF is integrated with a PI-controller whose parameters are taken randomly. This 

creates a challenge to improve the filter performance. Here different types of optimization methods are utilized to obtain 

optimized gains of the PI-controller parameters. There are many conventional methods for the selection of controller 

parameters as well as filter parameters where the parameters are optimized for the elimination of harmonics. This work intends 

to eliminate the Total Harmonic Distortion (THD) with the help of proposed nm-Predator Prey Fire-Fly Algorithm (nm-PPFO). 

Also other conventional methods such as Gravitational Search Algorithm (GSA), Particle swarm Optimization (PSO) and 

Accelerated PSO have been implemented. Predator Prey based firefly optimization (PPFO) is taken into account for better 

response. Proposed nm based predator prey algorithm (nm-PPFO) is simulated and compared with above discussed 

optimization processes.  Apart from THD, the power factor is also calculated and compared for various operating condition. 

The system is designed using Matlab-Simulink environment and the results found out justify the robustness of the proposed 

method as compared to other techniques in reducing the harmonics effectively. 

Keywords Shunt Active Power Filter (SAPF), Total Harmonic Distortion (THD), Gravitational Search Algorithm (GSA), 

Predator Prey Based Firefly Algorithm (PPFO) and nm-Predator Prey Fire-fly Algorithm (nm-PPFO). 

 

1. Introduction 

The extensive utilization of modern power electronic 

devices cause disturbances in the power system network due 

to their switching nature, which is the root cause of 

harmonics in the system. Due to the presence of nonlinear 

loads and reactive power components, harmonics of current 
are being drawn from the main supply. The basic cause of 

current harmonics is due to adjustable speed drives, Static 

Compensators (STATCOM), Switch Mode Power Supply 

(SMPS) and Uninterrupted Power Supplies (UPS). The 

harmonics are the basic cause of equipment malfunction and 

overheating, capacitor bursting, unwanted vibrations in 

motors and poor power factor. In conventional practice, 
passive LC or RLC filters are being used for mitigation of 

harmonics present in the system, but these devices are 
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associated with problems like bulky and static nature of 

capacitor banks and resonance [1]. Further the compensation 

is of constant magnitude and cannot be varied from time to 

time along with load variation.  

The active power filters work on the basis of injecting an 

appropriate reimbursing current at the point of common 

coupling (PCC) .The active power filter delivers a current of 

same magnitude, but contradictory phase to the harmonic 

component drawn by the nonlinear loads.  Thus only after 

cancellation of the harmonic affects, it draws only 

fundamental component of current from the supply. For more 
accurate operation of SAPF it requires quick estimation of 

the harmonic component of the load current. Artificial 

Neural Network (ANN) based controller is used for faster 

calculation and suppression of THD of source current [2-3]. 

The modified compensating strategies including balanced 

and sinusoidal source current having unity power factor, are 

applied to a real time power network [4].  The performance 

of SAPF in case of a three phase four wire system is 

analyzed and discussed to reduce the neutral current and zero 

sequence component for the minimization of harmonics in a 

single phase system [5]. In [6] the authors have emphasized 

on the use of recursive least square (RLS) technique for 
detecting the harmonics and its mitigation with a SAPF with 

an upgraded current control method in a power system 

network affected by distortions. RLS method is simple, 

accurate and has quick convergence characteristics. 

Utilization of Superconducting Magnetic energy Storage 

(SMES) based SAPF is designed and modelled in [7] for 

efficient compensation of varying load demands and 

transient power fluctuations. Here Modified Synchronous 

Reference Frame (MSRF) method has been utilized to 

produce appropriate gate pulses for the Voltage Source 

Converter (VSC) of the SMES connected to the SAPF of the 
three phase system. Authors have discussed the application 

of Dynamic Voltage Restorer (DVR) in [8] for elimination of 

swell and sag condition in power network. Instantaneous 

reactive power theory along with a two-level Voltage Source 

Inverter (VSI), is used for estimation of references harmonic 

currents [9] for a grid connected SAPF. A simple control 

technique is proposed in [10] for three-phase shunt active 

filters where computation of the reactive current component 

is not necessary and direct control of reactive current is 

introduced. Use of serial active power filters is proposed in 

[11] for line conditioning in case of distributed power 

networks. Reference compensating currents are generated 
based on the balance of the active and reactive power 

generated in the SAPF instantaneously is proposed in [12]. In 

the above mentioned research application the filter 

parameters are chosen arbitrarily which influences the 

working and stability of the system. Also performance of 

SAPF is mostly affected by the generation of reference 

voltage or current which depends on the PI controller gain of 

the SAPF.  The authors in [13] have proposed a Differential 

Evolution Optimization (DEO) technique and artificial neural 

network (ANN) based PI-controller for controlling the 

frequency and voltage at steady-state conditions of a micro 

grid with distributed resources. The Intelligent Adaptive 

Control method of the SAPF for enhancement of micro grid 

power quality has been performed in [14]. The minimization 

of power quality issues like fluctuation in frequency and 

voltage with the help of smart power electronic equipment 

has been suggested in [15]. In [16] the enhancement of 

power quality issues of the smart micro grid system has been 

performed with the use of shunt hybrid filters. 

The conventional method of tuning the PI controller 

parameters involves linear modelling and leads to non-

optimal tuning of parameters [17]. Differential evolution 

(DE) is a proficient search method for solving complicated 

optimization programs over uninterrupted space [18] and 

based on population. In [19] researchers have used fuzzy 
logic controllers (FLC) to modify the required parameters for 

crossover and mutation operations.  Artificial Neural 

Network (ANN) based optimization is used for the effective 

and highly predictive back propagation technique as 

proposed in [20].  

There are many advanced evolutionary optimization 

algorithms based on swarm intelligence such as Genetic 

Algorithm (GA) [21], Bacterial Foraging (BF) [22], Bacterial 

Foraging with Swarming (BFS)[23], Particle Swarm 

Optimization (PSO)[24]. For solving dynamic optimizing 

operations complicated optimization problems algorithms 

techniques such as ant colony optimization (ACO) [25] is 
used. The nature inspired gravity dependent Gravitation 

Search Algorithm (GSA) for solving complex problems is 

proposed in [26]. Further the more accurate and advanced 

version of PSO known as Accelerated PSO (APSO) is 

proposed in [27] where acceleration is up-dated along with 

that of position and velocity unlike that of PSO. For dealing 

with the power quality problems associated with Hybrid 

Renewable Energy Source (HRES) system, Atom Search 

Optimization (ASO) has been proposed for optimizing the 

Unified Power Flow Controller (UPQC) [28]. The popular 

Squirrel Search Algorithm (SSA) and PSO has been used to 
optimize the PID controller parameters for a multilevel H- 

bridge based multilevel inverter [29]. Hybrid optimization 

technique has been utilized to optimize the PI controller 

gains of a SAPF connected to a grid-tied PV based micro 

grid system [30]. The optimal power flow has been 

addressed using of an improved artificial bee colony 

algorithm (ABC) with Global and Local Neighbourhoods 

(ABCGLN) [31]. The hybrid optimization technique like 

PSOGSA has been adopted to optimize the power flow and 

minimize the operational cost in a hybrid micro grid 

involving a PV array, wind, diesel, and battery storage unit 

[32].The unceasing power flow study is investigated in a 
IEEE-14 bus system [33] using FACT devices like SVC 

(Static Var Compensator), UPFC (Unified Power Flow 

Controller), STATCOM (Static Synchronous Compensator) 

and SSSC (Static Synchronous Series Compensator). The 

reimbursement technique involving unbalanced voltage 

through real, reactive power regulation by utilizing a smart 

inverter has been suggested in [34], which improves the 

voltage unbalance index and detects the unbalance in both 

phase and amplitude of voltage, and thereby improving the 

quality of power. 

Most of the above discussed optimization techniques 
optimize the PI controller gain parameters only without 

affecting the other important parameters of SAPF like the 
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filter inductance, filter resistance, DC side capacitance and 

the dc reference voltage. But for the optimal operation of the 

SAPF, the parameters other than that of PI controller gains 

must be optimized keeping in aim for improvisation of the 

power quality of the system.  

In this research work a SAPF is considered for a grid 

connected system with non-linear load and various 

optimization techniques like GSA, PSO, PPFO and nm-

PPFO are programmed to choose the best values of PI 

controller gains and some of the filter parameters. 

The literature review suggests the firefly optimization is 
more efficient in optimizing the SAPF parameters as 

compared to traditional PSO and GSA algorithms as it takes 

less number of iterations. So in this study the Firefly 

optimization method is modified to make the SAPF 

controller more robust in minimizing the power quality 

issues of the proposed micro grid. 

 The remaining portion of the study is arranged as described. 

The System model is elaborated in Section II. The 

conventional and proposed Optimization techniques are 

illustrated in Section III. The results and discussions are 

presented systematically in Section IV. At last the 

Conclusions from the entire study has been given in Section 

V. 

2. System Model 

Here the model of a grid connected power system with SAPF 

is considered for study. A three phase source or generator, a 

short transmission line, a three phase transformer and a 

utility grid along with a SAPF are the constituents of the 

model. The use of nonlinear load, power electronics devices 

produces different power quality issues among which the 

harmonics is a challenging issue. In this work major focus 

has been given to the design of SAPF, based on various types 

of optimization techniques and its performance is compared 

under different operating conditions. 

 

Fig. 1. System Model 

Figure-1 depicts the proposed system which consists of a 3 

phase source connected to a nonlinear load and grid through 

a transformer. At the point of common coupling (PCC) the 

Shunt Active Power Filter (SAPF) is connected through a 

three phase breaker. The SAPF can be either connected or 

disconnected from PCC at any time depending upon the 

requirement of the system. 

 

2.1 Grid 

The grid is designed as two feeder lines first one a 5 km 

feeder and second one, a 14 km feeder line intervened with a 

2 MW load. The 14 km feeder is 125 KV, 2500 MVA source 

through a120 kV/25 KV star delta transformer whose 

primary star side neutral point is grounded.  A 30 MW, 

2MVAR load is coupled after the 14 km feeder line. Also a 

25 KV grounding transformer is connected before the 

transformer to the ground through a 3.3 Ω resistor. 

2.2. Shunt Active Power Filter (SAPF) 

Generally filters are utilized to reduce the disturbances 

produced due to repeated switching of power electronics 

devices. The SAPFs are installed parallel to the load as the 

harmonics arising due to load are needed to be eliminated or 

minimized. The SAPF works by detecting the harmonic 

current in the load side and affords a current of equivalent 

magnitude and contradictory phase and injects the same at 

the PCC. The SAPF also controls the reactive power in the 

system by eliminating the harmonics. Hence it is more 

suitable than that of series active power filters in its working 

and functions. 

The choosing of SAPF parameters is of prime importance. 

Coupling inductor fL  , dc capacitor dcC  and dc reference 

voltage can be chosen assuming; 1) proper sinusoidal source 

current; 2) the maximum distortion allowed for the AC line 

current must be within 5% and 3) inverter operates in a linear 

modulation mode. The parameters fL   and dcV  can be 

fetched as follows: 
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dcrefV  is the reference dc voltage and dcC   is nominated as 

follows: 

ripple

pp

rated

c
dc

V

I
C





3



=

                                           (3)                                                                                                                                                                                                                                                             

Where cV = compensated voltage, fL coupling inductance 

of SAPF, dcC = DC side capacitor of the filter, SV = source 

voltage of SAPF, cI  compensated voltage and hV is the 

harmonic voltage. 

2.2.1. Design of SAPF 

The SAPF with VSI injects a reimbursing current at the 

PCC which makes the source current free from contortion. 
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Also it makes the current in source side and source voltage 

are in phase without affecting the properties of the load, as 

denoted in Figure.2. Following equations describes the 

instantaneous nature of source current, load current and load 

power which can be mathematically represented as  

 

Fig. 2. Block Diagram for SAPF circuit 
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The instant load power )(tPl   consists of the basic 

component of active Power )(tPf , harmonic power along 

with reactive power. An appropriate atoning current has to be 

inserted at the PCC, which lets the source current to have 
only the basic portion of the load current as given in 

Equation (8), for the SAPF to be controlled effectively. 
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The peak source current also contains capacitor leakage loss 

component and switching losses associated with the inverter 

of the SAPF as given by  

slslsmsp IIIII +=+= 11 cos
                                      (9)                                                                                                                                                                                                                                                                                                                             

The shunt active filter must inject appropriate reactive 

component of the load harmonic current aiming for making 

the source current pure sinusoidal which will be in the same 

phase as that of   the source voltage which can be represented 

mathematically as: 

)()()( tititi sourceLoadfund −=
                                          (10)                                                                                                                                                                                                                                                                                                                                                           

After SAPF injection the modified source currents are 

denoted as follows: 
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 In the above equations and wave shapes of sourceI  , the phase 

angles are given but the amplitude of sourceI  must be 

calculated. For this purpose dc capacitor voltage is equated 

with a fixed reference value for the generation of an error 

signal. This PI controller receives this error signal, and 

magnitude of desired sourceI  is calculated. The estimated 

currents which are in phase with source voltages are 

multiplied with unit sign vector components. 

 

2.2.2. Design of Gain Parameters 

 

The voltage characteristics and damping ratio of the PI 

controller are denoted by the gains pK  and iK . The quality 

equation of the voltage maintenance loop shows these 

parameters as given below: 
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2.3. Nonlinear Load 

The nonlinear load is a branch that is attached to the grid in 
parallel and consists of either of R, RL, RLC load, rectifier 

load or a dynamic load connected to a bus through a three 

phase breaker. Each load discussed above is connected to the 

bus with a three phase breaker, so that at any time the loads 

can be connected according to our convenience and 

requirement. The load voltage and load current are being 

calculated from the bus terminals. Figure-3 illustrates the 

nonlinear load considered in this study. 

 

Fig. 3. Nonlinear load 

3. Optimization Techniques 

The design of SAPF has a vital part in harmonic suppression 

of a power system. The filter parameter selection along with 

PI controller gains is random, which affects the performance 
of SAPF. Thus different optimization algorithms as GSA, 

PSO, PPFO and nm-PPFO are executed to achieve optimal 

values of dcffip CRLKK ,,,,  and dcrefV . 
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3.1. Particle swarm Optimization (PSO) 

PSO is based on collective behaviour of animals such as 

flocking of bird .The basic theme of PSO is to replicate a 

flock of birds in search for nutrients. PSO has quick rate of 

convergence in comparison to other traditional techniques. In 

PSO parameters are required to be controlled as compared to 

others so implementation is much easier. This algorithm can 

be designed to optimize multi-dimensional or multi variable 

optimization programs.  Each element of swarm (called 

particle) has a velocity and a position of its own. These 

elements move inside a complex search space aiming for a 
feasible solution. Every element modifies its position in the 

exploration space repeatedly according to the flocking 

involvement of it along with its neighbours.  The mobility of 

every element is determined by the two equations given 

below, inside the exploration space [24]. 
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Here ix
is the current position of the element I; iv

 is the 

speed of element i  ; bestiP
   is particle best of   element i  , 

bestG
 Represents group best for the entire population; 

1rand
 and 2rand

 are two random vectors in the range [0 

1]; w  is a weight of inertia;  1C
 is cognitive factor and 

2C
is the social factors of learning.  

3.2. Gravitational Search Algorithm (GSA) 

GSA is a population based exploration process [26] .It is 

dependent upon Newton’s Law of Gravitation and relates to 

mass interconnections. The results in the GSA community 

are known as agents which link with one another with the 

help of gravitational force. The execution of every element in 

the community is dependent upon its mass.  Every element is 

taken as an entity and they move towards others of higher 

mass according to law of gravitation. The objects of larger 

mass move very slow which is represented as the 

exploitation step of GSA. 

At any time‘t’ the gravitational constant G is calculated as 

given below: 

                                                                                                                                                
TteGtG /

0)( −=
 (17)                                                                                                                                            

Here 0G
 and    represent constants and their initialization 

is done at the start of algorithm, whose magnitudes will be 

minimized during the exploration.  ‘T’ denotes number of 

iterations used in the process. 

The agents are obey the law of gravitation as given below: 
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Where F represents the gravitational force of attraction; G  = 

Universal gravitational constant; 1M  and 2M = masses of 

the elements; R = distance joining the two elements. 

According to Newton's second law, whenever a force F  is 

acted upon an element, the element travels with an 

acceleration a   which is dependent on the force applied and 

the mass of element M   as given in equation (19) 
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F
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Three types of masses are considered:  

Active gravitational mass aM  ; Passive gravitational 

mass jM  ; Inertial mass  iM  

The force of gravitation ijF    that operates on  thi'    mass 

by  thj'   mass is given by equation (20): 
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Here active mass of element j = ajM , passive mass of 

object i =. piM   

Acceleration of any object i   is given as  
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 (21)                                                                                                                                                                     

Where iiM  is the inertial mass of  thi'  element 

The agents renovate their velocities and positions as given in 

Equations (22) and  
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Steps of the GSA 

Step-1: Initialize merits of gravitational constant G0, 𝛼, 𝜀 and 

the counter of iteration t. 

Step-2: Generate random primary population initially which 

comprises of N objects where location of each object is 

denoted as 

NitxtxtxtxtxtX n

i

d

iiiii ,......2,1)),(),.......(.....).........(),(),(()( 321 ==
(24)          

Step-3:.Repeat the following sequence until desired 

termination criterion is satisfied 
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Step-4: Calculate every object in the population and assign 

best and worst agents. The gravitational constant is modified 

as given in equation. 

Step-5: for a given time‘t’ the force which element j   acts 

on element i , can be evaluated as follows 
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Step-6: The net force exerted on element i  is given as                                                                                                                                   
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Here bestK    represents best fitness values of initial K   

elements. 

Step-7: The inertial mass can be calculated as follows 
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Step-8: The gain in momentum of thi'  is evaluated as 
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Step-9: For any agent  i  the velocity and displacement 

factors are modified as given in Equations (22) and (23). 

Step-10: Increase the iteration counter until satisfaction of 

the termination criteria satisfied. 

Step-5: Required best optimal solution is evaluated. 

3.3. Firefly Optimization (FFO) Algorithm 

 Firefly optimization is inspired by the luminescent 

behaviour of flash bugs which are otherwise known as 

fireflies [35, 36, 37, and 38]. The randomly generated 

feasible solutions are considered as fireflies whose brightness 

are estimated by the performance of their objective functions. 

There are three guidelines for this algorithm: 

1. Flies are androgynous, which inspires that any fly can be 

allured by other fireflies. 

2. Brightness of a fly is dependent upon the performance of 

its objective function. 

3. Attraction of a firefly depends upon its brightness which 

diminishes with increase in distance. 

The light intensity follows inverse square rule as given in 

equation (29) 

                                                                                                                                                             

2

1

r
I

                                                                              (29)                                                                                                                                                                                                                                                                                                           

Where I is the intensity of light and r  is the space interval. 

The brightness also follows same rule.  When the light is 

passing through any medium of absorption coefficient , the 

brightness of any firefly over a distance r  is given as:                                                                                                                                                  
2

0

re  −=
                                                                    (30)                                                                                                                                                                                                                                                                                          

Where   is the brightness of a fly over a distance r  and 

0  is brightness at source point, ( r =0). 

A firefly ix  moves towards another firefly jx  using the rule 

given below:  

)(
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 (31)                                                                                                                                                                                                                                                                                 

In addition to this the firefly searches the random space given 

by equation: 

)5.0()(* −+= randxx ii 
                                           (32)                                                                                                                                                                                                                                                                                                                                                         

Where  denotes the step length and ()rand  is an ‘N’ 

dimensional vector ranging between [0 1]. 

Updating the movement of firefly ix   we have 
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          (33)                                                                                                                                                                                                                                             

So there are basically two types of movements of fireflies, 
mutual attraction and random movement .But if a firefly 

cannot find another brighter firefly, it will only have to 

perform the random movement. 

Steps in FF Algorithm: 

Step-1: Arbitrary solutions are generated,  

 kxxx ..........., 21  

Step-2: Intensity of every member in the solution must be 

computed.  kIIII ......,, 321  

Step-3:  Each firefly moves towards the brighter fireflies in 
case of unavailability of brighter firefly then they take 

random direction. 

Step-4:   Upgrade the set of solution. 

Step-5:  Abort when conclusion norm is fulfilled else go 

back to step 2. Continue till criterion is met 

3.4. Predator Prey Based Firefly Optimization (PPFO) 

algorithm 

Predator Prey Firefly optimization is based on behaviour of 

animals, who work together to solve complex problems. This 

technique is based on flashing pattern of fireflies. Each 

firefly has unique flashing pattern. The attractiveness among 
fireflies is directly related to their brightness, which decrease 

with increase in distance. [39, 40, 41] 

The SAPF is basically used to insert an appropriate 

reimbursing current at PCC aiming for modifying the source 

current properly sinusoidal with minimum Total Harmonic 

Distortion (THD). The inserted waveform of current and the 

distortion of the evolving current source is dependent upon 

parameters of filter. Hence designing of proposed filter can 
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be worked out as a modification issue where minimization of 

the THD should be the main objective. This target can be 

achieved through optimally choosing the model parameters. 

This work unites the Firefly Optimization with predator-prey 

technique for enhancing the search and manipulation 

capabilities during the exploration, which is applied in 

designing the SAPF for optimal results. The firefly algorithm 

is based on the flashing behaviour of flies, whereas the Prey 

and Predator method is motivated from stalking activity of 

predators towards another swarm of small animals known as 

preys. The suggested work demands demarcation of model 
variants and optimizing these variables for a better result. 

The model variants of the filter taken here are 

dcipff CkkRL ,,,,
and dcipff CkkRL ,,,,

 dcrefv
 . Initially a 

flock of flies are arbitrarily populated and each fly represents 
a feasible remedy for the problem exploration room and the 

room dimension is same as the number of model variants.  

Suggested work represents each fly fp for selecting the 

model variables as given below: 

][ dcrefdcipff vCkkRLf =
                                               (34)                                                                                                                                                                                                                                                                                                                                                      

Which is constrained by equation (35) 

 (max)(min) kkk fff        (35)                                                                                                                                                                                                                                                                     

The phenomenon of bioluminescent communication is used 

in the algorithm to control the motion of the fireflies in the 

search area. Every fly is lured towards the luminescence of 

other flies, hence starts to travel in their direction. The 

luminescence of fireflies are attached with the execution of 

the formulated scheme issue. In each iteration the method 

determines the relative force of attraction and brightness 

level of every fly, further the positions of the flies are 

updated with the help of these entities. The function ( fun ) 

which denotes brightness is written to lower the harmonics 

present in the source current as given below: 

Magnify                                                                                                                                             

thd
fun

+
=

1

1


                                                                (36)                                                                                                                                                                                                                                                         

Phenomenon of attraction between the two fireflies i and j 

and ij  is denoted as follows: 

)exp( 2

0, ijji d −=
                                                      (37)                                                                                                                                                                                                                                                                                                                                                                                                

Where ijd   represents the displacement between fireflies i 

and j respectively, and can be calculated as: 

2

1

)(|||| 
=

−=−=
nd

k

k

j

k

ijiij ffffd

                             (38)                                                                                                                                                                                                                                                                                                            

Inside the flock, fly i  travels in the direction of fly j   and 

renovates its present location, if funj
 is larger than funi

 at 

interval t : 

)5.0()( 111 −+−+= −−− randffff t

i

t

jij

t

i

t

i 
       (39)                                                                                                                                                                                                           

Each firefly (prey) is hardly confined to its formal location 

when pursued by a predator and opt for updated positions 

which is away from reach of predator flies. The stalking 

action of predator fly allows it to traverse along the problem 

space area in a more accurate manner. Predators control their 

stalking process by a factor 


 known as hunting factor. The 

predators are modelled mathematically on the worst value of 

solutions given by: 

)1()()(
max

**

T

t
tftf worstpredator −+= 

                      (40)                                                                                                                                                                                                                                                                              

The behaviour of flies frequently lets them from the reach 

predators, and mathematically modelled as given by equation 

below: 

0,.

0,.

||1

||1

−=

+=

−+

−+

ifdeff

ifdeff

dtt

dtt





                                           (41)                                                                                                                                                                                                                                                                                                                                                                                                              















+
=

2 21(

1
*cosPF

THD


                                      (42)                                                                                                                                                                                                                                               

This PPFO never allows the flock to converge to non-

optimum point in the process of exploration, but boosts the 

ability of search process and makes the iterations to meet at 

the global best point. The process of exploration starts as 

random values are generated within their constraints for 

individual firefly and fun  value is estimated by simulating 

the proposed model as shown in Fig.1. Based on the value 

of fun , the fireflies move towards the brighter ones which 

denotes better optimal solution. The fireflies hunt 

probabilistically in form of predators, and hence fireflies 

break free from the suboptimal entrapment. The iterations are 

performed till convergence is reached. 

3.5. 𝑛𝑚- Predator Prey Firefly Algorithm (nm-PPFO) 

During searching for global solution, sometimes it trapped 
into the local optimal Solution. To overcome this strength of 

investigation must be large enough which affects the 

convergence rate of the algorithm. In the previous algorithm 

predator n explores its boundaries and also lets other preys to 

move inside the problem space with statistically. The 

inspection characteristics of the algorithm is inspired by 

picking up several predators [42]. Degree of searching can be 

increased by maximizing the best predators count from 1 to 𝑛 

and the quality of searching by increasing best prey count 

starting from 1 up to 𝑚. A quality searching behaviour for 
robust algorithm requires higher n value. For deviating 

problems and to find many local and global solutions the 

value of m should be increased. For Obtaining best stopping 

requirements the bet preys and predators are to be modified.  

Sole tampering in the process of the general prey is, if the 

possibility of repetition, fP is not achieved, the prey will 

move away from the worst predator. Thus essential steps of 

the planned algorithm are as follows in the flow chart. 
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Step-1: Generate N random solutions. 

Step-2: Solutions are to be arranged in ascending order as per 

their performance in the objective functions. 

For example nyyyy −−321 ,, , )()( 1+ ii yfyf  

Here  },,,,{ dcrrefdcipff andVCKKRL  

Step-3:  Arrange the solutions as predator
 nyyyy ........,, 321 , 

ordinary prey mnnn yyy −++ −−−,, 21 and best prey 

 NmNmN yyy ..........., 21 +−+−   

Here in our problem, ordinary prey is
dcrefdcff VCRL ,,,{    

and the best prey is },{ ip KK  

Step-4: Let the predators move in a random manner and in 

the direction of 1+ny  

Step-5: Let the general prey travel in the direction of 

nii yyy −−++ ,, 21 if 
fPRand  for a random number rand, 

else, displace iy   arbitrarily away from 1y  .  

Step-6: Proceed every best prey y𝑏 with random 𝑞 and in an 

updated direction. 

Step-7: If conditions for winding up is obtained, end; else, 

move to step -2 again. 

The technique is recapitulated as in Fig.4. The criterion 

for conclusion may be the maximum number of iterations, no 

correction is obtained in successive generations for a 
tolerance level given is archived if the best solution is 

known. 

 

Fig. 4. Nm-Predator prey optimization flow chart 

 

 

4. Results and Discussions  

The suggested SAPF is designed and simulated in 

Matlab/Simulink domain. The model is successfully 

simulated for different optimization methods and the 

harmonic distortions are calculated. The three phase 

waveforms for different cases for the nm-PPFO technique are 

given in Figure (5,8,11,14and 17) as well as the harmonic 

distortions were calculated for load current and source 
current which are presented in Fig (6,7,9,10,12,13,15,16,18 

and 19). Five test cases are considered for the proper 

verification of the Model which are given in Table-1. The 

different parameters used are specified in Table-2. All the 

test cases were successfully simulated with different results 

and the THD variation for all the test cases are given in 

tabular form for load current(Table-5) and source 

current(Table-6). The source side power factors are 

calculated and compared in Table-7 for all the test cases 

considered, with different optimization techniques taken into 

account. Six parameters are optimized in different 

optimization processes, whose boundary (Upper and Lower) 
values are given in Table-3.The optimized values of these 

decision variables which are modified to reduce the THD are 

calculated and are given in Table-4 for different optimization 

processes for different test cases. No assurance can be 

suggested for multiple implementation of the nm-predator 

prey optimization technique converge to constant solution 

because of the varying behaviour of the flock optimization 

technique. So the process has been implemented 17 times 

and the better solutions have been represented. The model 

has been optimized for multiple test instances such as 

without SAPF, SAPF with Conventional PI controller [28], 
SAPF with GSA, SAPF with PSO [29], SAPF with PPFO 

and SAPF with nm-PPFO . 

Table-8 represents the optimized values for different 

design parameters which are obtained by different 

optimization techniques. Here the optimized parameter for 

nm-PPFO, PPFO, GSA and PSO are denoted for different 

test instances. The THD values are being calculated at the 

PCC before and after connecting SAPF.  

The current in the load side is almost unbiased and sine 

wave with a distortion of 7.48% in CASE-1 and with a PF of 

0.9658.The SAPF is able to minimize the THD further to 

1.9902%. This value is very less as compared to that of 
conventional methods as shown in Table-6. Here the power 

factor is also enhanced to unity (0.9996). The sinusoidal 

nature of source current can be seen in Figure-5. The source 

current THD is 2.23% and is reduced to 0.76% after 

connecting the SAPF. 

The load current in CASE-2 is balanced but not perfectly 

sinusoidal as shown in Fig-8, with a THD of 5.07% and a 

poor power factor of 0.8995 in one phase. With a proper 

injection from SAPF the THD value is decreased to 4.33%. 

After the injection of reactive power form SAPF the Power 

factor is also increased to 0.9432. 
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In CASE-3 and CASE-4 the load current THD are 5.45% 

and 8.91% respectively. Again after connecting the SAPF the 

THD values are decreased to 4.33%. The power factor before 

connecting SAPF are 0.8995 in one of the phase in case-3 

and as lower as 0.8805 in CASE-4. After the application of 

SAPF along with nm-PPFO the power factor values are 

being increased to 0.9954 and 0.9726 respectively. 

Correspondingly the source current THD are also being 

reduced as given in Table-7. 

   In CASE-5 where a dynamic load is connected with 

the system the load current THD value is as large as 8.07% 
with a power factor of 0.8991 in one of the phase. The SAPF 

along with nm-PPFO is efficient to minimize the THD to 

5.22%. The power factor after connecting SAPF is improved 

and given by 0.9987. The source current THD has a value of 

4.01 before connecting the active filter and 2.55% after 

injecting reactive power from SAPF. 

 Figure-20 represents the harmonic spectrum for CASE-3. It 

can be verified that 5-th, 7-th and 9-th harmonics are large 

while other harmonics are negligibly small. 

The values of R and L are changed proportionately and 

the harmonic distortion values of the results are calculated 

which are given graphically in Figure-21 for rectifier load, 
which denotes the performance of the proposed model for 

different load levels. From the figure it is ascertained that the 

harmonic distortion is minimum (2%) for load factor of 1.55 

and below, which depicts the excellent operation of nm-

predator prey optimization for load variations. But when the 

load factor is found to be more than 1.55, the SAPF is not 

effective.                       

 Value of THD is calculated for all the discussed five test 

cases 1, 2, 3,4and 5, where the values are found to be lower 

than 9%. The maximum allowed harmonic distortion limit is 

5% as per IEEE 519–2014 standard. From the results and 
tabulations it is pretty clear that nm-PPFO can minimize the 

harmonic distortion level to within 5% and hence following 

the IEEE 519–2014 standard restriction of 5% and making 

sure sinusoidal load current and Source current. Nm-PPFO is 

found to be the best optimization process for reduction of 

THD. 

The convergence characteristics for various optimization 

techniques are presented in fig-22.The convergence curves 

are drawn for GSA, PSO, FFO, and nm-PPFO. From figure it 

can be seen that the proposed nm-PPFO algorithm converges 

faster as compared to other optimization techniques used. 

The developed technique takes lesser number of iterations 
(26) to converge which is less as compared to others as 

shown. 

Table 1. Test cases considered 

TEST 

CASES 

SOURCE LOAD TYPES 

CASE-1 3-Phase Balanced 3-Phase Rectifier 

Load 

CASE-2 3-Phase Balanced 3-Phase R- Load 

CASE-3 3-Phase Balanced 3-Phase RL- Load 

CASE-4 3-Phase Balanced 3-Phase RLC- Load 

CASE-5 3-Phase Balanced 3-Phase Dynamic 

Load 

Table 2. Parameters utilized 

 

 

 

 

 

 

 

 

 

Table 3.  Boundary values for variables 

Varia

nts 
pk

 
ik
 dcC

(
)F  

)(voltvdcref  
)(mHL f  

)(fR
 

LB 

 

0.0

01 

 

0.0

01 

 

400 

 

600 

 

0.01 

 

0.00

01 

 

UB 100 100 5000 1500 10 0.5 

 

Table 4. Values of Variables for different optimization 

techniques 

Metho

ds 
pk

 ik
 dcC

 dcrefv
 fL

 fR
 

CON

V-PI 

0.57 10.3 2000 220 0.6

6 

0.1 

GSA 54.70

09 

20.77

43 

610.

48 

517.43

80 

6.0

59 

0.14

60 

PSO 53.08

65 

96.86

49 

460 427.76

39 

4.2

0 

0.34

99 

PPFO 39.73

5 

39.73

5 

4100 1345.8 9.0

5 

0.43

99 

nm-

PPFO 

75.87

69 

93.49

79 

3700 1108.5 5.3

0 

0.41

33 

 

Table 5. Load current THD Variations 

Techniq

ue 

%   THD 

(REC

T. 

LOA

D) 

(R-

LOA

D) 

(RL-

LOA

D) 

(RLC

-

LOA

D) 

(DYN

AMIC 

LOAD) 

Without 

Filter 
7.48 5.07 5.45 8.91 8.07 

Parameter  value 

nf  

βo 

γ 

α 

η 

maxT  

Ρ 

30 

0.97 

0.92 

0.5 

0.02 

150 

0.045 
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SAPF 
with 

Conv. 

PI 

7.45 5.07 5.44 8.91 8.07 

GSA 7.44 5.06 5.44 8.91 8.07 

PSO 5.74 4.85 4.73 4.44 4.88 

PPFO 2.38 3.71 3.22 3.89 4.07 

nm-

PPFO 

1.99 4.34 4.33 4.33 5.22 

Table 6. Source current THD Variations 

Techniq

ue 

                       %   THD 

(RECT. 

LOAD) 

(R-

LOAD) 

(RL-

LOAD) 

(RLC-

LOAD) 

(DY

NA

MIC 

LOA

D) 

Without 

Filter 

3.23 2.82 3.13 4.27 4.01 

SAPF 

with 

Conv. PI 

3.19 2.43 2.49 3.53 3.31 

GSA 3.18 2.47 2.64 3.98 3.80 

PSO 2.01 2.21 2.23 2.18 2.37 

PPFO 1.21 2.07 2.20 2.11 2.23 

Nm-

PPFO 

0.76 1.97 2.07 2.12 2.55 

Three phase waveforms:- 

CASE:-1 :( Rectifier Load)  

Three Phase Waveform 

 

Fig. 5. (A) Iload (B) Iapf (C) Isource (D) Vsource 

Load current THD  

 

Fig. 6. Load current THD analysis 

Source current THD  

 

Fig. 7. Source current THD analysis 

CASE:-2(R-Load) 

Three Phase Waveform 

 

Fig. 8. (A) Iload (B) Iapf (C) Isource (D) Vsource 

Load current THD 

 

Fig. 9. Load current THD analysis 

Source current THD  
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Fig. 10. Source current THD analysis 

CASE:-3(RL-Load)  

Three Phase Waveform 

 

Fig. 11. (A) Iload (B) Iapf (C) Isource (D) Vsourrce 

Load current THD 

 

Fig. 12. Load current THD analysis 

Source current THD  

 

Fig. 13. Source current THD analysis 

CASE:-4(RLC-Load)  

Three Phase Waveform 

 

Fig. 14. (A) Iload (B) Iapf (C) Isource (D) Vsource 

Load current THD  

 

Fig. 15. Load current THD analysis 

Source Current THD 

 

Fig. 16. Source current THD 

CASE:-5(Dynamic-Load)  

Three phase waveform 

 

 Fig. 17. (A) Iload (B) Iapf (C) Isource (D) Vsource 

Load Current THD  
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Source current THD 

 

Fig. 18. Load current THD analysis 

Source Current THD 

 

Fig. 19. Source current THD analysis 

 

Table 7. Power factors 

 

Test 

Case 

                  No Filter Technique With shunt active power 

filter 

Ph. a Ph. b Ph. c  a b c 

1 0.9658 0.9657 0.9657 nm-PPFO 0.9996 0.9995 09996 

  PPFO 0.9996 0.9994 0.9996 

FFO 0.9986 0.9981 0.9986 

GSA 0.9995 0.9994 0.9995 

PSO 0.9937 0.9948 0.9939 

2 0.8995 0.9195 0.9625 nm-PPFO 0.9432 0.9448 0.9724 

  PPFO 0.9932 0.8741 0.9911 

GSA 0.9933 0.8745 0.9925 

PSO 0.9934 0.9928 0.9927 

3 0.9461 0.8995 0.9495 nm-PPFO 0.9991 0.9954 0.9973 

  PPFO 0.9931 0.9754 0.9923 

GSA 0.9771 0.9913 0.9912 

PSO 0.9930 0.8756 0.9923 

4 0.8910 0.8805 0.8910 nm-PPFO 0.9929 0.9726 0.9926 

  PPFO 0.9929 0.9726 0.9926 

GSA 0.9929 0.9726 0.9926 

PSO 0.9928 0.9726 0.9926 

5 0.8996 0.8991 0.8996 Nm-PPFO 0.9978 0.9987 0.9981 

  PPFO 0.9925 0.9872 0.9927 

GSA 0.9927 0.9814 0.9928 

PSO 0.9945 0.9875 0.9927 
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Table 8. Design parameters 

Case Met

hod 
Kp Ki Cdc Vdcre

f 
Lf Rf 

CAS

E-1 

nm-

PPF

O 

7.39

49 

9.38

44 

500

0 

1106.

5 

5.3 0.4

12

3 

 PPF

O 

75.8

767 

75.1

039 

500

0 

1231.

06 

7.33

4 

0.2

13

9 

GSA 19.5

072 

46.3

490 

330

0 

447.7

925 

5.8 0.1

62

6 

PSO 0.00

17 

65.6

63 

480

0 

1085.

1 

0.26

15 

0.3

72

9 

CAS

E-2 

nm-

PPF

O 

37.2

953 

31.4

502 

130

0 

1171.

8 

4.2 0.3

08

2 

 PPF

O 

27.8

24 

59.8

741 

129

1 

873.6

5 
3.95 0.2

13

6 

GSA 88.8

405 

43.6

745 

230

0 

1495.

6 

5.6 0.2

41

5 

PSO 62.2

056 

23.9

917 

480

0 

492.8

7 

9.1 0.4

34

6 

CAS

E-3 

nm-

PPF

O 

98.5

237 

89.0

036 

380

0 

579.1

88 

2.9 0.4

81

7 

 PPF

O 

70.0

147 

74.0

013 

291

0 

846.1

88 

3.49 0.4

32

4 

GSA 57.7

009 

64.7

746 

610.

48 

517.4

380 

6.05

9 

0.1
46

0 

PSO 1.54

04 

64.7

746 

470

0 

806.1

715 

4.0 0.2

87

6 

CAS

E-4 

nm-

PPF

O 

89.6

405 

86.7

883 

460

0 

1146.

7 

8.1 0.4

24

9 

 PPF

O 

81.5

901 

32.0

13 

460

0 

1421.

3 

8.03 0.3

14

2 

GSA 47.9

110 

36.0

929 

130

0 

948.4

848 

7.4 0.4

86

7 

PSO 6.03

63 

38.4

944 

230

0 

722.9

112 

6.7 0.2

40

4 

CAS

E-5 

nm-
PPF

O 

1.11

69 

43.0

987 

310

0 

724.9

027 

8.5 0.1
10

0 

 PPF

O 

7.44

2 

57.8

532 

370

0 

849.3

41 

5.2 0.2

18

2 

GSA 60.8

102 

73.3

013 

230

0 

510.1

74 

4.9 0.3

15

5 

PSO 88.7

803 

98.7

959 

460

0 

641.0

308 

3.4 0.3

00

8 

 

 

Fig. 20. Current harmonic spectrum for case-3 

 

Fig. 21. THD VS. LOAD FACTOR for test case-1 

Convergence characteristics of various optimization 

techniques: 

 

Fig. 22. Convergence characteristics for different 

optimization techniques 
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5. Conclusion 

The proposed model is simulated successfully using 

different optimization techniques for different load levels 

with different test cases. The PPFO algorithm which is being 

developed by combining the firefly optimization technique 

and predator –prey concept is found to be best for optimizing 

the decision parameters aiming for minimization of THD and 

obtaining better power quality. The SAPF design is being 

taken as the means of optimization with an objective of 

reduction of THD where the PI controller gain parameters, 

inductance of filter and resistance, DC capacitance and DC 
reference voltage are taken as the decision variable which are 

to be optimized. Different improved optimization techniques 

have been applied for optimizing the problem formulated for 

five different test cases and it is found that nm-PPFO is the 

most appropriate technique which improves the THD best 

among all for generating sinusoidal source current. The nm-

PPFO decreases the THD to the lowermost values, which are 

much lower as compared to contemporary optimization 

techniques. The THDs at the resulting source currents follow 

the regulations of IEEE-519-2014 standards .The proposed 

nm-PPFO Optimization act performs better even in 

unbalanced load conditions. 
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