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Abstract- This paper presents a load frequency control scheme with the integration of Vehicle-to-grid (V2G) which can 

enhance the system dynamics under load fluctuations. For this, a detailed multi-area multi-source system is designed with a 

solar-thermal and a thermal unit in Area1, a gas and thermal unit along with an electric vehicle (EV) fleet in Area2, and two 

thermal units and an EV fleet in Area3. The thermal units are a single reheat turbine type, and appropriate generation rate 

constraints are considered for thermal and gas units. The application of Two Degree of Freedom Proportional-Integral-

Derivative (2DOF-PID) controller has been made as a secondary controller in all the control areas. A new nature inspired 

optimization technique called as Wind Driven Optimization is employed for simultaneous optimization of the controller gains 

and parameters. Comparison of 2DOF-PID controller with classical controllers reveals the superiority of the former under 

nominal system conditions. The impact of V2G into the system is tested, which proves that the magnitude and numbers of 

oscillations of the system response is reduced when it encounters load fluctuations. The robustness of the optimized gains and 

parameters of the 2DOF-PID controller have been verified by carrying out sensitivity analysis under different system 

conditions. 

Keywords Vehicle-to-grid; Generation rate constraint; Load frequency control; Wind Driven Optimization; 2DOF-PID 

controller. 

 

Nomenclature 

f nominal frequency of system (Hz),  

* represents optimum value,  

i subscript referred to area i (1, 2, 3), 

Tsgi Steam governor’s time constant (s),  

Tti Turbine’s time constant (s), 

Kri Reheat coefficient of steam turbine,  

Tri Reheat time constant of Steam turbine (s), 

Ks Gain of solar field, 

Ts Time constant of solar field (s), 

Tcdi  Gas turbine compressor discharge volume-time 

constant (s), 

Xci  Gas turbine speed governor lead time constant of 

(s), 

Yci     Gas turbine speed governor lag time constant of (s),     

cgi       Valve positioner of gas turbine, 

bgi Valve positioner gas turbine constant of (s), 

Tfci Time constant of gas turbine fuel (s),  

Tcri     Time delay of gas turbine combustion reaction (s), 

Hi Inertia constant of area i (s), 

Ri       Speed regulation parameter of governor of area i, 

Bi   frequency bias constant of area I,  

KT  Participation factor of thermal unit,  

KEV  Gain of electric vehicle unit, 

TEV  Time constant of electric vehicle unit (s), 

KG  Participation factor of gas unit. 

1. Introduction 

In recent years, there has been a sudden rise in electric 

power demand, which has forced the electrical power 
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generation utilities to employ techniques for efficient power 

generation. It proves to be a tough challenge to continue 

meeting this ever growing demand of power. Hence, in this 

race of generation and demand, it is always generation which 

follows load. There always must be a balance between power 

energy demand and power generation, and if there is an 

imbalance in these two the system experiences fluctuations in 

frequency. For stable operations in an interconnected power 

system, it is very essential to maintain constant frequency 

and constant tie line power flow [1]. This is the job of load 

frequency control (LFC) to maintain this balance in the 

system by minimizing the area control errors.  

With the alarming increase in pollution and hazards 

caused by the conventional power plants, the researchers are 

now diverting towards more and more utilization of non-

conventional power energy sources. However, this may give 

rise to some problems like fluctuations in frequency and 

system voltage. Battery energy storage system (BESS) plays 

an important role in overcoming these kinds of difficulties 

and has been utilized by several researchers. One such highly 

recommended BESS nowadays is the implementation of 

vehicle-to-grid (V2G) based on the concept of controlling the 

charging and discharging between the vehicle and the power 

system.  

The literature survey reveals that there are many studies 

available on LFC of multi-area interconnected power system. 

Elgard and Fosha presented the idea of modelling of 

integrated two area thermal power system [2]. Many 

researchers have carried forward this idea of modelling 

thermal units and performed LFC. In [3] the authors studied 

a two area thermal system and studied LFC under a 

deregulated environment with the effect of bilateral contract. 

Nanda et al. [4] did LFC of a hydrothermal system with the 

use of conventional controllers like Integral and 

Proportional-Integral controllers, with the utilization of 

mechanical governors in the thermal units. The authors in [5] 

have presented effect of including renewable sources  in the 

existing thermal system. Most of the LFC studies have been 

done for thermal and hydrothermal systems, and not much 

have been done in gas thermal power plants. With the 

evolution of power systems, integration of different types of 

generating unit in a single area have come into existence, 

which is popularly known as multi-source power system. 

Many researchers are now working in LFC of multi area 

multi-source involving different types of scenarios, one of 

which is deregulation [6-8]. Bhowmik et al. [9] studied the 

impact of incorporation of wind power generation source in a 

system in evaluating the individual generator contribution to 

the system. Similarly many other researchers [10-13] have 

studied the addition of renewable energy sources under 

different scenarios and in different arena. Literature shows 

that researchers nowadays are moving towards the 

application of renewable energy sources like solar, wind, etc. 

Modelling of solar thermal power generation of parabolic 

trough collector type has been attempted in [14]. With the 

growing emphasis of BESS, and V2G technologies, which is 

also one kind of BESS, many studies are being carried out to 

evaluate the impact of its integration with the conventional 

power system [15-20]. Various control strategies have been 

adopted and different scenarios have been explored by many.  

For stabilizing fluctuations in tie line power flow and 

system frequency, controllers of different variety have been 

employed by various researchers. With less system 

complexity in conventional systems, classical controllers like 

Proportional-Integral-Derivative, Proportional-Integral and 

Integral controllers were used by a number of researchers. 

But with the increasing complexity in power systems, these 

controllers fail to perform well and hence there is a need to 

explore more options for controllers, like two Degree of 

Proportional-Integral-Derivative (2DOF-PID) [21]. Several 

artificial intelligent controllers like fuzzy controllers, neural 

network controllers have also been employed by few [22-24], 

but more time is required for setting the rules in fuzzy, and 

training the neurons in case of neural network. Fractional 

order controller known as fractional order PID is also utilized 

for LFC of multi-area systems [25]. But there are many 

parameters to be taken care of in the fractional order PID 

controller which makes it time consuming. 2DOF-PID has 

many advantages over other controllers discussed above and 

hence provides scope for further utilization.  

The performance of controllers in a system depends 

upon the values of controller gains. To obtain the values of 

gain various optimization techniques have been used by 

researchers. Classical techniques which are based on trial and 

error techniques were extensively used in AGC in most of 

the literatures when the numbers of parameters to be 

optimized are very few. In the later stages in AGC of multi-

area system where number of parameters to be optimized are 

more, various heuristic algorithms have been used for 

optimization. Heuristic techniques such as genetic algorithm 

(GA) [26], particle swarm optimization (PSO) [27, 28], 

bacteria foraging (BFO) [29], artificial bee colony algorithm 

(ABC) [30], firefly algorithm (FA) [31], etc. have been 

applied in AGC for simultaneous optimization of number of 

parameters of controllers. An optimization technique inspired 

by nature called as Wind Driven Optimization has been 

utilized by Bayraktar et al. [32] and by Singh et al. [33] in 

electromagnets and WDM channel allocation algorithm 

respectively. Its utility is yet to be analysed for LFC of multi 

area system. Hence, this provides a new scope for further 

investigation. In view of the survey done above the main 

objectives of this work are: 

1) Modelling of a three area multi-source power system 

with the integration of solar-thermal and electric 

vehicles (EVs) 

2) Application of 2DOF-PID controller and its comparison 

with other classical controllers like PID, PI, and I under 

step load perturbation. 

3) Application of Wind Driven Optimization technique for 

simultaneous optimization of controller gains and other 

parameters 

4) Impact evaluation of including EVs and solar thermal 

plant in a power system. 

5) Sensitivity analysis of 2DOF-PID controller to verify 

robustness of the optimized gains of the best controller.  
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2. Methodology 

The methodologies implemented to achieve the objectives 

cited above includes modelling of multi-area multi-source 

interconnected power system incorporating electric vehicle 

fleet and solar-thermal units, the application of 2DOF-PID 

controller, and the utilization of WDO technique for 

optimizing the controller gains. 

2.1. Modelling of multi-area interconnected power system 

The system consists of three unequal areas incorporating 

solar-thermal unit and thermal unit with single reheat turbine 

in Area1. In Area2 a gas unit and a thermal unit are 

considered with an electric vehicle (EV) fleet embedded as 

the third unit. Similarly, Area3 comprises of two thermal 

units and an EV fleet. The installed capacities of the 

generating units in the integrated system are in the ratio 

Area1:Area2:Area3=1:3:5. The transfer function model of 

the system taken for investigation is given in Fig.1.  

The parameters for the other units have been taken from 

[5, 8, 9] and are given in Appendix. For the thermal system 

considered in all the three areas, generation rate constraint 

(GRC) of 3% per minute is assumed to give a more realistic 

picture to the system. In Area2 a gas system is considered 

with a GRC of 20% per minute. Every unit consists of speed 

governing system, turbine and generator.  

The area control error (ACE) of each area is given by (1) 

                       tieACE = BΔf + ΔP                               (1) 

Where, B is frequency bias. 

Vehicle-to-grid (V2G) technology may be defined as an 

arrangement in which bidirectional flow of electrical energy 

between vehicle and electrical grid is possible. The 

integration of EVs with electrical grid is known as V2G. It is 

observed that almost 92% of the vehicles remain idle at the 

parking during the peak hours. During this period the 

batteries of the vehicles may be connected to the nearby grid 

through apt communication devices. The main idea behind 

this technology is to extract power from the idle vehicles 

during peak hours and many other purposes. The EVs can be 

made to charge during light load hours and the power flow 

can be reversed when required. 

The control centres send the deviation in power set point, 

which is sent as control signals in order to control the power 

outputs of the generating units and EVs. The EVs inject 

electrical energy into the grid and the capacity of power can 

be contributed to load frequency control of a power system. 

The details on EVs are collected with the help of aggregators 

and are provided to the control centres. The aggregator also 

receives information on power set point from the control 

centres and accordingly allocates to EVs. The model of a 

vehicle-to grid is shown in Fig. 2. 

The transfer function of an aggregate EV fleet is given 

by (2) 

                            EV
EV

EV

K
TF

1+ sT
=                              (2) 

Where, KEV is the gain of EV which is taken to be 1 for 

the EV fleet to participate in LFC, and TEV is the time 

constant of the battery for EV. The value of TEV is taken to 

be 1. 

As discussed earlier a solar thermal plant is placed in 

Area1 as one of the two generating units. It is known that 

solar energy has a wide scope in meeting the ever growing 

power demand. There are various ways of trapping solar 

energy. Photovoltaic system and concentrated solar power 

(CSP) plant are two of them. Many studies have been done 

on the types of solar collector such as parabolic trough 

collector, dish-stirling, flat plate collector, etc. The main task 

of these collectors is to collect the solar energy and focus on 

the pipelines carrying fluids, so that it gets heated up and is 

used for the production of steam in the heat exchanger which 

further can be utilized to rotate the turbine blades.  

 

Fig. 1. Load frequency control scheme of unequal three area multi-source system comprising of STPP and electric vehicles. 
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In the presented work, CSP thermal plant is used for 

electric power generation along with a thermal unit in Area1. 

The CSP plant consists of a parabolic trough collector type 

reflectors, which are basically parabola shaped mirrors, the 

focus of which consists of a pipe (receiver) containing the 

working fluid. The mirrors are at sun facing positions, which 

focus the sunrays at the pipe running at the focal point. This 

heats up the fluid flowing in it, which is then used to boil 

water to produce steam for running the conventional 

generators. 

The transfer function model for parabolic trough 

collector type CSP is given by equation (3): 

                             s
Solar

s

K
TF

T s +1
=

.
                            (3) 

The objective function considered for the multi-area 

multi source power system is integral square error and is 

represented by equation (4):  

                   
22

0

T

i tiej kJ = Δf + ΔP dt                    (4) 

Where, ∆fi is the frequency deviation in Area1 and 

∆Ptiej-k is the deviation in tie line power in tie connecting 

area j and k.  

 

Fig. 2. Transfer function model of vehicle-to-grid  

2.2. Two Degree of Freedom Proportional-Integral-

Derivative (2DOF-PID) Controller 

In control system, degree of freedom is the number of 

closed loop transfer functions that is liable to be attuned 

autonomously. 2DOF-PID has several advantages over single 

degree of freedom controllers. It evaluates a weighted 

difference signal depending on the set point weights for each 

of the three actions, that is, proportional, integral and 

derivative. Its generated output signal is determined by the 

difference in the reference and measured system output. So 

finally, the output of the controller will be the sum total of 

the three above mentioned actions on the respective signals. 

The schematic diagram of 2DOF-PID controller is shown in 

Fig. 3. 

 

Fig. 3. Schematic diagram of Two Degree of Freedom 

Proportional-Integral-Derivative (2DOF-PID) Controller 

R(s), Y(s) and U(s) represent reference signal, feedback 

from the measured system output, and output signal 

respectively. Proportional, integral and derivative gains are 

represented respectively by Kp, Ki and Kd. PSW and DSW 

are the set point weights of proportional and derivative 

respectively. 

In order to design a controller based on optimization 

technique, it is necessary to choose an appropriate objective 

function, founded on the performance criteria depending on 

the system responses, namely, peak overshoot, rise time, 

settling time, and steady state errors. Various performance 

criteria are available in literature, like Integral Squared Error 

(ISE), Integral Time Squared Error, Integral Absolute Error, 

and Integral Time Absolute Error. It is very essential in a 

power system that all oscillations died out as soon as 

possible. In this paper ISE has been applied as objective 

function which is given by equation (4).  

 The controller gains should be small enough to 

make sure that the area generators are not chasing load 

deviations of small time durations.  

2.3. Wind Driven Optimization Technique 

A novel meta-heuristic algorithm inspired by nature 

called Wind Driven Optimization (WDO) has been proposed 

by the authors in [24-25]. The wind blows from high 

pressure region to low pressure region in order to balance the 

air pressure in our atmosphere with a speed relative to the 

pressure gradient. Taking assumptions of hydrostatic air 

balance and vertical movement is weaker than the horizontal 

movement, the change in pressure as well as the motion of 

wind can be taken as a horizontal movement. Although, our 

world is a three-dimensional, the motion of wind takes into 

account addresses multi-dimensional problems. Furthermore, 

to derive the operators employed in WDO algorithm, specific 

assumptions and simplifications are required. The algorithm 

initializes with Newton’s second law of motion that offers 

very precise results when utilized to analyse the motion of 

wind given by equation (5): 

                         ia F                                             (5) 

Where, the air density is denoted by ρ, a denotes the 

acceleration vector, and the forces acting on the mass are 

denoted by Fi. The relation between air pressure, density and 

temperature is given by equation (6): 

                         P RT                                              (6) 

Where, pressure is denoted by P, universal gas constants 

denoted by R and temperature is denoted by T. 

The motion of wind in any specific path is controlled by 

four main factors, as specified by equation (5). The friction 

force (FF) opposes such movement, and is given by equation 

(7). Gravitational force (FG) given by (8) pulls the particles in 

the direction of the origin of the coordinate system. Another 

force called Coriolis force (FC) which is given by (9) happens 

due to rotation of earth and causes the movement of wind 

from one dimension to another. Out of all the four factors, 

pressure gradient force (FPG) is the most dominant force that 

helps in the movement of air and is shown in equation (10). 
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The implementation of WDO as the movement in one 

dimension influences the speed in another. 

The equations defining the forces are given below, 

where δV denotes an infinitesimal air volume. Rotation of 

the earth is represented as Ω, gravitational acceleration is 

denoted by g, and velocity vector of the wind is denoted by 

u. 

                             FF u                                      (7) 

                              GF Vg                                    (8) 

                             2 *CF u                                    (9) 

                            PGF P V                                (10) 

All the above equations defining forces may be added up 

and put in the right-hand side of the Newton’s second law of 

motion. The equation formed is given by equation (11):                         

       2 *u Vg P V u u                     (11) 

The velocity update equation can be derived from the 

above equation by considering an infinitesimal air particle 

that moves with the wind. The pressure in equation (6) can 

be substituted in place of and an assumption of time step to 

be unity (Δt = 1) is taken which gives the velocity update 

equation given by (12): 

    

 

 

dim

1

| |

other

cur
new cur cur

cur

opt cur opt cur

cur

cu
u u gx

P

RT
P P x x

P

   

  

 
 
 

 
 
 

             (12)  

The updating of the location of air parcels and their 

velocity is done in each iteration using equation (12), 

whereas, updating their position is done by employing 

equation (13): 

                   new cur newx x u t                                (13) 

Algorithm applied in this paper is shown below:  

Steps: 

1. Initialize population size, maximum number of 

iterations, coefficients, boundaries and pressure function 

definition 

2. Assign random position and velocity 

3. Evaluate the pressure for all the air parcel 

4. Update velocity and check for its limits 

5. Update position and check for boundaries 

6. If the maximum number of iterations is reached, then 

stop, otherwise go to step 3. 

3. Simulation results 

An unequal three area multi-source power system with 

the inclusion of electric vehicles (EVs) and solar-thermal 

power plant is taken into consideration for the load frequency 

control (LFC). The study is carried out under nominal system 

conditions, that is, 1% step load perturbation (SLP) is given 

as disturbance, loading is considered to be 50%, and inertia 

constant (H) is taken to be 5s. Two Degree of Freedom 

Proportional-Integral-derivative (2DOF-PID) controller is 

used as secondary controller for all the three control areas. A 

new nature inspired optimization technique known as Wind 

driven Optimization (WDO) is utilized for the simultaneous 

optimization of the controller gains and other parameters. A 

number of studies have been carried out which are explained 

below. 

3.1. Performance comparison of 2DOF-PID, PID, PI and I 

controllers with 1% SLP in Area1 

The performance of Two Degree of Freedom 

Proportional-Integral-Derivative (2DOF-PID) controller as 

secondary controller has been compared with other classical 

controllers like Proportional-Integral-Derivative (PID), 

Proportional-Integral (PI) and Integral (I) controllers under 

nominal system conditions. The optimized values of gains of 

2DOF-PID, PID, PI and I controllers are formulated in Table 

1. Dynamic responses obtained from the analysis of the 

controllers have been compared and shown in Fig. 4. The 

values of peak overshoot (POS), peak undershoot (PUS) 

deviations and settling time (ST) are depicted in Table 2. It is 

not possible to estimate the values of peak overshoot and 

overshoot from the figures for PI and I controllers and hence 

there are blank spaces against the two controllers. Also, the 

responses for both PI and I do not settle till simulation time t 

and hence in Table 2, not settled are abbreviated as NS. It is 

evident from the critical observation of Table 2 and the 

responses in Fig. 4 that 2DOF-PID works far better than the 

other classical controllers under the nominal system 

conditions. 

Table 1. Optimum values of gains of secondary controller 

Controller Gains 
Optimum values 

Controller 1 Controller 2 Controller 3 Controller 4 

2DOF-PID 

KPi
* 

KIi
* 

KDi
* 

bi
* 

ci
* 

0. 7069886 

0.6410855 

0.5045823 

0. 2029451 

0.9859959 

0.9794296 

0.2701893 

0.4347434 

0.2212723 

0.1197172 

0.6515259 

0.0853404 

0.1216517 

0.0162073 

0.6534871 

0.3635219 

0.6572183 

0.2671931 

0.3439881 

0.8590549 

PID 

KPi
* 

KIi
* 

KDi
* 

0.2618987 

0.8514382 

0.9967921 

0.7874514 

0.9644587 

0.3427211 

0.2542426 

0.411014 

0.4297947 

0.2761366 

0.8049189 

0.3204943 

PI 
KPi

* 

KIi
* 

0.3499434 

0.6109586 

0.1621201 

0.0679927 

0.5982836 

0.0457267 

0.1876761 

0.6456427 

I KIi
* 0.3378477 0.6568521 0.4760911 0.5505268 
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(a) 

 

                                           (b) 

     

                                    (c)                                                                                                                                                                                        
Fig. 4. Comparison of responses of 2DOF-PID, PID, PI, and 

I controllers 

a) ∆f2 vs time 

b) ∆f3 vs. time 

c) ∆Ptie23 vs. time 

 

From the analysis described above, it is clear that both 

PI and I controllers do not prove to be efficient in controlling 

the frequency of complex systems. Hence, for further 

estimation, these controllers will not be entertained, the best 

two from above, that is, PID and 2DOF-PID are used for 

further investigation. 

Table 2. Values of ST, POS and PUS for Fig. 4 

 Controller Fig. 4a Fig. 4b Fig. 4c 

Settling 

time 

  2DOF-PID 32.99 28.56 49.56 

PID 40.02 42.09 51.21 

PI NS NS NS 

I NS NS NS 

Peak 

over-

shoot 

2DOF-PID 0.001721 0.002113 0.001052 

PID 0.000495 0.0008869 0.00113 

PI - - - 

I - - - 

Peak 

under-

shoot 

2DOF-PID 0.006939 0.008091 
0.00130

8 

PID 0.009412 0.00978 0.001129 

PI - - - 

I - - - 

 

3.2. Impact assessment of vehicle-to-grid in the system 

Electric vehicle (EV) has gained interest from 

researchers all over the world because of its eco-friendly 

utility like lower noise pollution and less greenhouse 

emission. EVs have their own battery and now the vehicle to 

grid technology has also been developed, which can be 

connected with the power system to contribute in its 

operation. Performing as a large battery energy storage 

system, EVs may participate in stabilizing load fluctuations 

and frequency variations. In this section, a study has been 

done to assess the impact of adding EVs to the system and 

removing them from the system. The dynamic responses 

obtained for both with and without the EVs in presence of 

2DOF-PID and PID as secondary controllers simultaneously 

are compared and shown in Fig. 5. 

 From critical analysis of Fig. 5, it can be concluded 

that in the absence of EV fleet in the system, there are huge 

fluctuations in the system in terms of number of oscillations 

both with 2DOF-PID controller and PID controller. But with 

the introduction of EV fleet in the system, there is a 

reduction in the number of oscillations, peak deviations and 

also the settling time of the dynamic responses. 

 

                                            (a) 
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(b) 

Fig. 5 (a) ∆f2 vs. time for 2DOF-PID and PID controllers 

with and without EVs 

            (b) ∆f3 vs. time for 2DOF-PID and PID controllers 

with and without EVs 

3.3. Impact valuation of inserting solar thermal power plant 

in Area1 in the system 

In this section, a solar thermal power plant (STPP) is 

incorporated in Area1 with the conventional thermal system.  

Analysis has been carried out to estimate the impact of 

involving STPP in the system. For this purpose, WDO is 

used for simultaneously optimizing the gains and other 

parameters of 2DOF-PID controller. A comparison between 

the dynamic responses obtained in the absence and presence 

of STPP has been done and the corresponding responses are 

shown in Fig. 6. Also, the values of ST, POS and PUS for the 

responses obtained have been tabulated in Table 3. From 

critical observation of Fig. 6 and the corresponding Table 3, 

it is revealed that the system dynamics deteriorate in the 

absence of STPP in terms of magnitudes and numbers of 

oscillations, and the time of settling of the dynamics of the 

system. 

 

 

                                            (a) 

 

(b) 

Fig. 6 (a) ∆f1 vs. time for 2DOF-PID and PID controllers 

with and without Solar-thermal unit 

            (b) ∆f2 vs. time for 2DOF-PID and PID controllers 

with and without Solar-thermal unit 

Table 3. Values of settling time, peak overshoot and peak 

undershoot for Fig. 6 

  Fig. 6(a) Fig. 6(b) 

Settling 

time (s) 

Without STPP 34.13 49.88 

With STPP 31.18 41.08 

Peak over-

shoot 

Without STPP 0.01289 0.001957 

With STPP 0.01053 0.001711 

Peak under-

shoot 

Without STPP 0.02246 0.006987 

With STPP 0.02246 0.007045 

3.4. Sensitivity analysis 

Sensitivity analysis is carried out to check the robustness 

of the optimized gains and parameters by varying the model 

parameters like system loading, magnitude of disturbances 

and inertia constant (H). In this case the disturbance of the 

system has been increased from 1% SLP to 2% and 3% SLP 

and the system dynamics are compared and shown in Fig. 7. 

Similarly, system loading is varied from 50% nominal to 

30% and 70% to obtain the system dynamics. Also, analysis 

with H changed to 4s and 6s from nominal 5s is carried out 

and the system dynamics are attained, compared. The 

responses are shown in Fig. 8. Investigation reveals that the 

responses are almost overlapping; indicating that the 

optimized gains and parameters are robust enough to 

withstand any fluctuation in the system conditions and there 

is no necessity to reset them with variation in system 

conditions. In each changed condition the 2DOF-PID 

controller gains are simultaneously optimized using WDO 

and the results are shown in Table 4. 
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Table 4. Optimum values of 2DOF-PID controller gains at changed system conditions and parameters 

Gains 
Loading 

50% 

Loading 

30% 

Loading 

70% 
H=6s H=4s 

2% SLP in 

Area1 

3% SLP in 

Area1 

KP1
* 

KP2
* 

KP3
* 

KP4
* 

KI1
* 

KI2
* 

KI3
* 

KI4
* 

KD1
* 

KD2
* 

KD3
* 

KD4
* 

b1
* 

b2
* 

b3
* 

b4
* 

c1
* 

c2
* 

c3
* 

c4
* 

0.7069886 

0.9794296 

0.6515259 

0.3635219 
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                                               (a)                                                                                             (b) 

          
                                           (c)                                                                                                  (d) 

Fig. 7. Comparison of 

a) ∆f1 vs. time for 2% SLP in Area1 with KPi
*, KIi

*, KDi
*, bi

*, ci
* corresponding to 2% and 1% SLP in Area1 

b) ∆Ptie12 vs. time for 2% SLP in Area1 with KPi
*, KIi

*, KDi
*, bi

*, ci
* corresponding to 2% and 1% SLP in Area1 

c) ∆f1 vs. time for 3% SLP in Area1 with KPi
*, KIi

*, KDi
*, bi

*, ci
* corresponding to 3% and 1% SLP in Area1 

d) ∆Ptie12 vs. time for 3% SLP in Area1 with KPi
*, KIi

*, KDi
*, bi

*, ci
* corresponding to 3% and 1% SLP in Area1 
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                                            (a)                                                                                              (b) 

 

        
                                                (c)                                                                                              (d) 

Fig. 8. Comparison of 

a) ∆f1 vs. time for 30% loading with KPi
*, KIi

*, KDi
*, bi

*, ci
* corresponding to 30% and 50% loading 

b) ∆f1 vs. time for 70% loading with KPi
*, KIi

*, KDi
*, bi

*, ci
* corresponding to 70% and 50% loading 

c) ∆f1 vs. time for H=6s with KPi
*, KIi

*, KDi
*, bi

*, ci
* corresponding to H=5s 

d) ∆f1 vs. time for H=4s with KPi
*, KIi

*, KDi
*, bi

*, ci
* corresponding to H=5s 

4. Conclusion 

Design and analysis of a new LFC scheme with the 

incorporation of STPP and EV for the management of load 

fluctuations encountered by the system has been attempted in 

this paper. The results obtained by using WDO optimized 

2DOF-PID controller has been compared with WDO 

optimized other conventional controller under both nominal 

and random loading conditions, which reveal the better 

performance of the former in terms of settling time, and peak 

deviations. Impact assessment of including STPP and EVs in 

the system has been made by comparing the responses in 

their presence and absence. It has been found out that the 

system behaves superior in the presence of STPP and EVs 

than that in their absence. Sensitivity analysis discloses the 

robustness of the optimized gains and other parameters of 

2DOF-PID controller, and hence there is no necessity to reset 

under varying system conditions like magnitude of 

disturbance, loading and inertia constant. 

 

 

Appendix 

Nominal parameters of the systems are: f = 60 Hz; Tsgi = 

0.08s; Tti = 0.3s; Tri =10s; Kri = 0.5; Kpi =120 Hz/pu MW; Tpi 

= 0.08s; Tw = 1 s; bg = 0.5; cg = 1; Xc = 0.6 s; Yc= 1 s; Tcr= 

0.01 s; Tfc= 0.23s; Tcd = 0.2 s; KEV = 1; TEV = 1; T12 = 0.086 

pu MW/rad; Hi = 5s; Di = 8.33x10-3pu MW/Hz; Bi = -βi = 

0.425 pu MW/Hz; Ri = 2.4 pu Hz/MW; nominal loading = 

50%; Ks = 1.8; Ts = 1.8s 
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