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Abstract- Distributed generation (DG) units are generally categorized in four types depending on their deployment for 

generation and consumption of active and reactive power. Integration of DG units into an electrical distribution system results 

in several planning and operational challenges. This work proposes a methodology based on a chaos-assisted gravitational search 

algorithm for optimal sizing and simultaneous placement of DG units of multiple types. The objective of optimization is to 

minimize the power loss and voltage deviation while abiding by the constraints of the power system. The proposed methodology 

is tested on three standard test systems (12-, 33-, 69-bus test system) and a practical feeder of Lahore Electric Supply Company 

(LESCO), Pakistan. The results confirm that optimal sizing and placement of multi-DG units results in better system performance 

as compared to placement of any one type of DG. Further, the proposed algorithm for optimal sizing and location of DG units 

outperforms when compared with an analytical and a heuristic search algorithm. 

Keywords Distributed Generation (DG); Chaos-assisted Gravitational Search Algorithm; Photo-Voltaic Distributed Generation 

(PV DG); Types of DG; Objective Function 

1. Introduction 

The modern electrical power system is foreknown to have 

increased penetration of distributed generation (DG) due to 

economic and environmental concerns. For example, 

according to California Energy Commission’s vision 

statement, more than 25% of total peak demand will be met 

through DG and cogeneration by 2020 [1] as more power 

producers, service providers, and consumers are interested in 

distributed generation. Despite its paybacks and welfare, the 

integration and operation of DG to the present infrastructure 

of the power grid is challenging, and a great deal of research 

is in progress to address the issues related to protection and 

control of DG-integrated power networks [2]–[5]. An 

important aspect of the use of DG for power quality 

improvement is related to calculate the optimal size and 

location of DG units in a power network [6], [7]. DGs can be 

categorized based on their size or their use for active/reactive 

power generation/absorption as shown in Fig. 1. There are 

four major types of DGs based on whether they inject/absorb 

the active/reactive power. Practically, most of the power grids 

consider more than one type of DG which is explored in this 

study in detail. 

In last two decades, there is plenty of work that addresses 

optimal sizing and placement of DGs for power loss reduction 

and voltage profile improvement. In [8], the authors 

considered radially interconnected power systems for the 

reduction of distribution losses through an analytical 

approach. However, the proposed method cannot be directly 

employed without the knowledge of the complexity and size 

of a system. On the contrary, [9] proposed an algorithm based 

on two analytical approaches but the authors did not analyze 

any radial system. A ground-breaking study which has 

optimally placed and sized different type of DGs using the 

analytical method [10].  This study, however, did not consider 

the simultaneous placement of DGs. 
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Distributed 

Generation

(DG)

Type III
Generates real power

Generates reactive power

Type of 

Generation
Size

Micro DG
Up to 5 kW

Small DG
 5 kW~ 5 MW

Medium DG
 5 MW~ 50 MW

Large DG
 50 MW~ 300  MW

Type IV
Generates real power

Consumes reactive power

Type II
Generates reactive power

Type I
Generates real power

 

Figure 1. Classification of distributed generation 

To find the best location of DG during non-uniform load, 

[11] presents an algorithm utilizing type-3 DG by hit and trial 

rule. If the assumed size does not violate the voltage constraint 

it retains; otherwise, another predicted size follows through. 

The research studies of [12], [13]  have followed similar 

approach for optimal location of distinctive types of DGs. The 

above mentioned technique requires large computational 

power and time. The author of [14] have suggested the optimal 

power flow method for the sizing and placement of DGs with 

the constraints viz. social welfare and profit maximization, 

however, they have neither taken into account a radial feeder 

nor the collective placement of DGs. In [15], using 

Differential Evolution technique, the authors have placed DGs 

in a sequence ranging from 1-7 but, they consider only type-I 

DG. The work in [16] compares Particle Swarm Optimization 

(PSO) technique with Genetic Algorithm (GA) while 

including loss reduction and total harmonic distortion 

constraints. The work, too, does not consider multi-DG types. 

Optimal placement of DGs (type-I and II) on radial feeder in 

[17] implies that PSO outperforms GA for decreasing losses 

in the system. Though, this paper does not take into account 

simultaneous DG placement. A method by merging PSO and 

GA has been presented to find the most feasible location for 

the placement of DG [18]. The outcome of this study depicts 

a handsome improvement in reduction of losses, but this work 

did not consider different DG types or simultaneous DG 

placement.  

The sizing and suitable placement of multi-DG units is 

known to be a non-linear problem and heuristic optimization 

techniques perform well for such problems. In this paper, a 

chaos-assisted Gravitational Search Algorithm (GSA) is 

proposed for simultaneous placement and sizing of multi-DG 

units for loss reduction and voltage profile improvement. This 

novel approach takes into account all four types of DG along 

with their simultaneous placement. We compare the 

performance of proposed approach with other existing 

techniques. The highlights and contribution of this work are 

summarized below:  

1. The existing GSA is improved to incorporate chaotic 

effects in the search process to avoid trapping in local 

optima and premature convergence.   

2. The validity of proposed methodology is tested on three 

standard IEEE test systems and a practical feeder in 

Lahore, Pakistan. The simulation scenarios include sizing 

and placement of individual as well as multi-DGs in the 

test systems. 

3. A comprehensive comparison of the proposed 

methodology with an analytical approach [19] and a 

popular heuristic method, PSO, is provided. The reasons 

why the proposed methodology outperforms than other 

methods are also pointed out. 

This paper is organized as follows: the proposed 

algorithm is explained in section 2, the problem formulation 

is explained in section 3, results are discussed in section 4, and 

conclusion is provided in section 5. 

2. The Proposed Algorithm 

In the recent years, GSA received growing attention in the 

field of engineering optimization and earned successful results 

in problems related to pattern classification, image 

segmentation, identification, and clustering [20]. GSA is 

among the famous optimization algorithms, and it emulates 

Newton’s universal law of gravitation and motion. In GSA 

population, each agent has a position, inertial mass, active 

gravitational mass, and passive gravitational mass [21]. 

Similar to universal objects, each agent (object – in terms of 

universal gravitation) experiences a gravitational force of 

attraction by other agents (objects) and the force is calculated 

according to Newton’s universal law of gravitation. Further, 

Newton’s law of motion is used to calculate the velocity of 

each agent. The gravitational force among agents causes a 

global motion of agents towards the heavier agents. In GSA, 

the mass of each agent indicates the superiority of the 

corresponding solution. Thus, the position of the heaviest 

agent is the best solution of the optimization problem while its 

inertial and gravitational masses are controlled using a fitness 

function. Despite its merits of simple procedure and good 

performance, GSA has two major weaknesses. The first weak 

point of this algorithm is its incapability to maintain global 

optimal position. It may lose global optimal position as the 

search proceeds. The other weak point is the requirement of 

balance between exploration and exploitation. The exploration 
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is the ability to expand search space, where the exploitation is 

the ability to find an optima around a good solution. A 

premature convergence is observed for high exploration while 

the convergence rate is affected by the exploitation [22]. These 

problems limit the applicability of this algorithm to 

optimization problems; however, there are various methods to 

overcome this limitation of GSA [20], [23]–[25].  

To recover these flaws in GSA, this paper proposes an 

improved GSA which is assisted with chaos-based search 

algorithm. The dynamics of chaotic system help GSA to 

improve the search performance and avoid premature 

convergence by escaping from local optima. In the following, 

mathematical formulation of the GSA and the proposed 

improvement is provided.  

Rashedi  and coworkers proposed GSA, an algorithm 

having heuristic nature based on the law of gravity [21]. In this 

algorithm, each agent specified by four parameters: position, 

inertial mass, active gravitational mass, and passive 

gravitational mass, is assumed to be an object whose 

performance can be measured from the masses of objects. 

Additionally, each mass suggest a solution. Moreover, all 

objects attract each other by the gravity force and ultimately 

converge to the heaviest object. The heaviest object represents 

the optimal solution for the problem due to their higher fitness 

values. 

Consider a system having 𝑁 agents (masses), the position 

of the 𝑖th agent is represented by Eq. (1): 

𝑥𝑖 = (𝑥𝑖
1, … … . , 𝑥𝑖

𝑑 , … … … . , 𝑥𝑖
𝑛)  for 𝑖 = 1,2, … , 𝑁 (1) 

where 𝑛 represents dimensions of the problem and 𝑥𝑖
𝑑 

denotes the position of the 𝑖th agent in  𝑑th dimension. 

Equation (2) shows the force acting on agent 𝑖 by agent 𝑗 at a 

time 𝑡: 

𝐹𝑖𝑗
𝑑(𝑡) = 𝐺(𝑡)

𝑀𝑝𝑖(𝑡)×𝑀𝑎𝑗(𝑡)

𝑅𝑖𝑗(𝑡)+∈
(𝑥𝑗

𝑑(𝑡) − 𝑥𝑖
𝑑(𝑡)) (2) 

where 𝑀𝑝𝑖(𝑡) and  𝑀𝑎𝑗(𝑡) are passive and active 

gravitational masses of agents 𝑖 and 𝑗, respectively. 𝐺(𝑡) 

represents the gravitational constant at time 𝑡,  𝑅𝑖𝑗(𝑡) is a 

measure of Euclidean distance between  𝑖 and 𝑗, and ∈ is a 

very small constant (i.e., in the order of 2−52) [26]. 𝑅𝑖𝑗(𝑡) can 

be calculated using following equation: 

𝑅𝑖𝑗(𝑡) = ‖𝑋𝑖(𝑡), 𝑋𝑗(𝑡)‖
2
  (3) 

The stochastic behavior of total force on agent 𝑖 from all 

other agents in direction 𝑑 can be realized by Eq. (4) as 

follows:  

𝐹𝑖
𝑑(𝑡) = ∑ 𝑟𝑎𝑛𝑑𝑗𝐹𝑖𝑗

𝑑(𝑡)𝑁
𝑗=1,𝑗≠𝑖   (4) 

where 𝑟𝑎𝑛𝑑𝑗 represents a random number in the interval 

[0, 1].  

By the law of motion, the acceleration of an agent 𝑖, 
having inertial mass  𝑀𝑖𝑖 , at time 𝑡, in direction 𝑑 is expressed 

as: 

𝑎𝑖
𝑑(𝑡) =

𝐹𝑖
𝑑(𝑡)

𝑀𝑖𝑖(𝑡)
   (5) 

Furthermore, the next velocity of the agent is determined 

by the summation of acceleration and a fraction of its current 

velocity. Hence, position and velocity of an agent can be 

calculated using Eq. (6)-(7).   

𝑥𝑖
𝑑(𝑡 + 1) = 𝑥𝑖

𝑑(𝑡) + 𝑣𝑖
𝑑(𝑡 + 1)            (6) 

𝑣𝑖
𝑑(𝑡 + 1) = 𝑟𝑎𝑛𝑑𝑖 × 𝑣𝑖

𝑑(𝑡) + 𝑎𝑖
𝑑(𝑡) (7) 

A heavier agent having slow motion and more attractive 

force represents the better solution. Gravitational and inertial 

masses are updated using Eq. (8)-(9) which is based on fitness 

evaluation. : 

𝑚𝑖(𝑡) =
𝑓𝑖𝑡𝑖(𝑡)−𝑤𝑜𝑟𝑠𝑡(𝑡)

𝑏𝑒𝑠𝑡(𝑡)−𝑤𝑜𝑟𝑠𝑡(𝑡)
   (8) 

𝑀𝑖(𝑡) =  
𝑚𝑖(𝑡)

∑ 𝑚𝑗(𝑡)𝑁
𝑗=1

   (9) 

where 𝑓𝑖𝑡𝑖(𝑡) gives the fitness value of agent 𝑖 at time 𝑡, 

and 𝑏𝑒𝑠𝑡(𝑡) and 𝑤𝑜𝑟𝑠𝑡(𝑡) shows the best and worst fitness 

values, respectively. For a minimization problem, 𝑏𝑒𝑠𝑡(𝑡) and 

𝑤𝑜𝑟𝑠𝑡(𝑡) are given by Eq. (10)-(11) below [18]: 

𝑏𝑒𝑠𝑡(𝑡) = min
𝑦∈{1,…,𝑁}

𝑓𝑖𝑡𝑦(𝑡)    (10) 

𝑤𝑜𝑟𝑠𝑡(𝑡) = max
𝑦∈{1,…,𝑁}

𝑓𝑖𝑡𝑦(𝑡)    (11) 

Now, we come to the improvement proposed in this work. 

𝐺(𝑡) in Eq. (2) is the gravitational constant and its values is a 

function of the initial value 𝐺0 and 𝑡 as given by Eq. (12) 

where 𝑇 represents the total time (or a maximum number of 

iteration for a computer program) and 𝛼 is decay rate defined 

by the user. For this work, 𝐺0 = 100, 𝛼 = 20. 

𝐺(𝑡) = 𝐹(𝐺0, 𝑡) =  𝐺0 × 𝑒(−
𝛼𝑡

𝑇
)
   (12) 

In the proposed chaos-assisted GSA, the chaotic dynamics 

is added to improve the searching behavior and avoid the 

premature convergence. Chaos being an innovative 

optimization technique has simplicity of execution and ability 

to escape from being trapped in local optima [26], [27]. In this 

work, the well-known logistic equation is employed as typical 

chaotic system for constructing the chaos-assisted GSA [36] 

described as follows:  

𝜑(𝑡) = 𝜌 × 𝜑(𝑡 − 1) × (1 − 𝜑(𝑡 − 1)), 0 ≤ 𝜑(0) ≤ 1 
   (13) 

where φ(t) is the chaotic value, ρ is a control parameter 

and has a real value in the range of 0 and 4, and t is the iteration 

number. The updated equation for calculation of gravitational 

constant is updated to Eq. (14) which includes dynamics of the 

chaotic system represented by Eq. (13). 

𝐺(𝑡) = 𝜑(𝑡) × 𝐺0 × 𝑒(−
𝛼𝑡

𝑇
)    (14) 

By comparing Eq. (12) and Eq. (14), it can be deduced 

that gravitational constant decreases exponentially with time 

for both equations but, Eq. (14) shows chaotic or oscillatory 

behavior which is absent in the case of the former equation. 

3.  Problem Formulation and Proposed Methodology 

3.1 Problem Formulation 

The objective of this work is to optimally size and place 

the DGs to improve voltage profile and minimize losses across 

the network. For this purpose, the objective function is defined 

in Eq. (15) which aims at the power losses reduction and 

voltage deviation minimization.  

𝑚𝑖𝑛 𝑓(𝑃𝐿𝑜𝑠𝑠, 𝑉𝐷𝑒𝑣) =  𝑊1 × 𝑃𝐿𝑜𝑠𝑠 + 𝑊2 × 𝑉𝐷𝑒𝑣 (15) 

where 𝑃𝐿𝑜𝑠𝑠 and 𝑉𝐷𝑒𝑣 represent distribution system’s power 

loss and voltage deviation. The weighting factors 𝑊1 and 𝑊2 

in the objective function assign a relative importance to power 

loss reduction and voltage deviation minimization, 

respectively. The larger value of weighting factor indicates the 

higher significance given to the respective aspect of the 
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objective function. The values of these weighting factor are 

defined by system operator according to network condition 

and economic constraints. In this work, 𝑊1=𝑊2=1.” 

Considering a distribution system with 𝑁 buses, voltage 

deviation at 𝑖th bus can be calculated using Eq. (16) as 

follows, where 𝑉𝑖 and 𝑉𝑟𝑒𝑓,𝑖 are the values of actual and 

reference voltage at bus 𝑖, respectively. Equation (17) 

calculates the total voltage deviation. 

𝑉𝐷𝑒𝑣,𝑖 =  
𝑉𝑟𝑒𝑓,𝑖 −𝑉𝑖 

𝑉𝑖
   (16) 

𝑉𝐷𝑒𝑣 =  ∑ 𝑉𝐷𝑒𝑣,𝑖
𝑁
𝑖=1    (17) 

The total power loss across the entire distribution network 

is calculated using Eq. (18) as given below [28]:  

𝑃𝐿𝑜𝑠𝑠 = ∑ ∑ [𝛼𝑖𝑗(𝑃𝑖𝑃𝑗 + 𝑄𝑖𝑄𝑗) + 𝛽𝑖𝑗(𝑄𝑖𝑃𝑗 −𝑁
𝑗=1

𝑁
𝑖=1

𝑃𝑖𝑄𝑗)]   (18) 

where, 

∝𝑖𝑗= 𝑟𝑖𝑗/𝑉𝑖𝑉𝑗𝑐𝑜𝑠(𝛿𝑖 − 𝛿𝑗)  (19) 

 𝛽𝑖𝑗 = 𝑟𝑖𝑗/𝑉𝑖𝑉𝑗𝑠𝑖𝑛(𝛿𝑖 − 𝛿𝑗)  (20) 

and 

𝑍𝑖𝑗 = 𝑟𝑖𝑗 + 𝑗𝑥𝑖𝑗   (21) 

where 𝑟𝑖𝑗 is the line resistance, 𝑥𝑖 is the line reactance, and 

𝑍𝑖𝑗  is the line impedance between bus 𝑖 and 𝑗. 𝑉𝑖 and 𝑉𝑗 are the 

voltage magnitudes; δ𝑖  and δ𝑗  are voltage angles at bus 𝑖 and 

𝑗, respectively. Moreover, 𝑃𝑖 and 𝑃𝑗 are respective active 

power injections at bus 𝑖 and 𝑗; 𝑄𝑖 and 𝑄𝑗 are the reactive 

power injections at respective buses. The objective function is 

subject to the constraints mentioned by following Eq. (22)-

(26). 

Power flow must be balanced 

∑ 𝑃𝑃𝑃 + 𝑃𝑃𝑃𝑃𝑃𝑃 =
𝑛
𝑖=1 ∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃

𝑁
𝑃=1 + 𝑃𝑃𝑃𝑃𝑃

 (22) 

where 𝑛 and 𝑁 are the total number of DGs and buses, 

respectively. Slack bus (reference bus) works as a 

compensator in the system for the difference produced by 

losses among generated power and scheduled loads [29]. 

The current through the conductor must not be greater 

than the specified current  

𝐼𝑖 ≤ 𝐼𝑖
𝑟𝑎𝑡𝑒𝑑     (23) 

where 𝐼𝑖
𝑟𝑎𝑡𝑒𝑑 is the rated current of the conductor. 

Voltage constraint of each bus 

At each bus, voltage should be within ±5% of rated 

voltage. The voltage profile of the power system should be 

maintained in permissible limits. Moreover, when voltage 

tends to decrease, current will increase which will increase the 

losses in the system. Similarly, increase in voltage will result 

in damaging the insulation of devices. 

𝑉𝑚𝑖𝑛 ≤ 𝑉𝑖 ≤  𝑉𝑚𝑎𝑥, 𝑖 = 1,2, … , 𝑁 (24) 

The capacity of DG should be in explicit constraints. 

0 ≤  𝑃𝑃𝑃𝑃 𝑃𝑃 𝑃𝑃(𝑃𝑃𝑃)  ≤  𝑃𝑃𝑃𝑃𝑃𝑃𝑃 

 (25) 

∑ 𝑃𝑃𝑃 <  ∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃
𝑁
𝑃=1 + 𝑃𝑃𝑃𝑃𝑃

𝑛
𝑃=1  

 (26)  

where 𝑛 is the number of DGs in the system. The sum of 

demand and loss must be greater than the output generated 

from DG so that excessive power flow towards substation can 

be avoided being damaging for the system. 

 

 

 

Figure 2. Flowchart for the proposed algorithm and execution 

procedure 

3.2 The Proposed Methodology  

Figure 2 explains the steps involved in the implementation 

of chaos-assisted GSA and its utilization for best placement 

and sizing of types I-IV DGs. First of all, information about 

the required network parameters is provided to the algorithm, 

and a load flow analysis determines the losses in the 

distribution system. A well acknowledged technique, forward 

backward sweep is utilized for distribution feeder analysis. 

Unlike Newton-Raphson method, this technique does not 

require Jacobian matrix. The simulation have been performed 

in MATLAB / Simulink environment. The chaos-assisted 

GSA is exploited to get the suitable sites and sizes for different 

DGs. The total iterations and agents taken is 80 and 50, 

respectively. 
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4. Simulation Results  

The proposed approach is validated on 12-bus, 33-bus, 

and 69-bus standard test systems [30]. Further, the proposed 

approach is also tested on a radial distribution feeder in 

Pakistan operated by Lahore Electric Supply Company 

(LESCO) [31]. The proposed technique is also compared with 

a technique based on PSO [17] and an analytical technique 

proposed in [19], and the results are provided at the end of this 

section.  

4.1 12-Bus Test System 

When the proposed algorithm for sizing and placement of 

DG units is applied on an IEEE 12-bus radial distribution test 

system, a significant improvement in voltage profile and 

power loss reduction is observed as detailed in Table 1 and 

Fig. 3.  

Following points are observed when individual DG is 

placed in the system:  

1. For all cases, the voltage profile is improved and power 

losses are reduced as compared to the case when there is 

no DG available in the system. 

2. The best results, in terms of voltage profile improvement 

and power loss reduction, are obtained with the 

integration of synchronous DG. This is primarily because 

of dispatchable nature and built-in dynamics of 

synchronous DG. The performance of other DGs in 

descending order is: PVs, induction generator and 

capacitors. 

3. The voltage profile does not exist in 5% for the 

individually placed capacitor. This problem can be solved 

by placing PVs along with the capacitor. 

The summary of points observed during simultaneous DG 

placement is as follows: 

1. When DG units are placed in combination, the results are 

better than their induvial placement due to their combined 

effects. 

2. For power loss reduction, the combination of capacitors 

with PVs or induction generator yields as good results as 

obtained by placement of synchronous generator.  

3. Similarly, voltage profile is improved significantly when 

a combination of capacitors with induction generator or 

PVs is utilized. The results are comparable to that of the 

synchronous generator as shown in Fig. 3.  

It is notable that the general effects of DG placement 

remain similar independent of system size. The overall picture 

for 33-bus, 69-bus, and LESCO feeder is more or less similar 

to the results discussed for the 12-bus test system.  

 

Figure 3. Voltage profile of 12-bus test system 

 

4.2 33-Bus Test System 

 

The results of applying the proposed methodology for 

sizing and simultaneous placement of DGs on a 33-bus radial 

distribution test system are summarized in Table 2 and Fig. 4. 

For all cases, there is a significant improvement in voltage 

profile and reduction in power losses as compared to the case 

when there is no DG in the system. However, simultaneous 

placement of capacitors with induction generator or PV units 

results in improved voltage profile in some areas as compared 

to individual placement of synchronous generator. 

Nevertheless, the synchronous generator alone yields better 

voltage profile as compared to any other individual DG or 

their combination. There is a slight increase in voltage for 

synchronous generator case, but this is well within the 

allowable limit of ±5%. 

 
Figure 4. Voltage profile of 33-bus test system 

 

4.3 69-Bus Test System 

 

Table 3 and Fig. 5 represent the results of the application 

of proposed methodology on a 69-bus radial distribution test 

system. Simultaneous placement of capacitors with PV units 

or individual placement of synchronous generator results in 

improved voltage profile as compared to other cases. There is 

significant loss reduction for simultaneous placement of 

capacitors with PV units or induction generator and individual 

placement of synchronous generator.  

 

Figure 5. Voltage profile of 69-bus test system 
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Table 1. Capacity, position, and power loss of DGs for 12 bus system 

Case Description Size Location MW Loss V max V min % Loss Reduction 

C.1 No DG - - 0.02070 1.0 0.943 - 

C.2 PVs 0.239 MW 9 0.01050 1.0 0.985 49.28 

C.3 Capacitors 0.217 MVAr 9 0.01240 1.0 0.957 40.1 

C.4 Synch. generator 0.314 MVA 9 0.00315 1.002 0.991 84.78 

C.5 Ind. generator 0.253 MVA 9 0.01063 1.0 0.986 48.65 

C.6 PVs and Cap. 
0.232  MW, 

0.213 MVAr 
9 and 9 0.00316 1.0 0.991 84.73 

C.7 Cap.  and Ind. generator 
0.284 MVAr, 

0.243 MVA 
9 and 9 0.00316 1.0 0.991 84.73 

 

Table 2. Capacity, position, and power loss of DGs for 33 bus system 

Case Description Size Location MW Loss V max V min 
% Loss 

Reduction 

C.1 No DG - - 0.21100 1.0 0.904 - 

C.2 PVs 1.970 MW 6 0.11304 1.0 0.950 46.43 

C.3 Capacitors 1.435 MVAr 30 0.14184 1.0 0.928 32.78 

C.4 Synch. generator 2.330 MVA 6 0.06730 1.002 0.964 68.1 

C.5 Ind. generator 1.800 MVA 7 0.11386 1.0 0.952 46.04 

C.6 PVs and Capacitors 
1.903  MW and 

1.356 MVAr 
6 and 30 0.05631 1.0 0.956 73.31 

C.7 
Capacitors  and Ind. 

generator 

1.900 MVAr and 

2.000 MVA 
6 and 30 0.05651 1.0 0.961 73.22 

 

Table 3. Capacity, position, and power loss of DGs for 69 bus system 

Case Description Size Location MW Loss V max V min 
% Loss 

Reduction 

C.1 No DG - - 0.22500 1.0 0.9092 - 

C.2 PVs 2.604  MW 61 0.08387 1.0 0.9712 62.72 

C.3 Capacitors 1.311 MVAr 61 0.15987 1.0 0.9289 28.95 

C.4 Synch. generator 3.075 MVA 61 0.02097 1.0 0.9743 90.68 

C.5 Ind. generator 2.500 MVA 61 0.08590 1.0 0.9715 61.82 

C.6 PVs and Capacitors 
2.417  MW and 

1.244 MVAr 
61 and 61 0.02097 1.0 0.9743 90.68 

C.7 
Capacitors  and Ind. 

generator 

1.300 MVAr and 

2.600 MVA 
61 and 61 0.02097 1.0 0.9742 90.68 

 

Table 4. Capacity, position, and power loss of DGs for a LESCO system 

Case Description Size Location MW Loss V max V min % Loss Reduction 

C.1 No DG - - 0.38280 1.0 0.9173 - 

C.2 PVs 5.538 MW 17 0.08070 1.0 0.969 78.92 

C.3 Capacitors 2.914 MVAr 20 0.29260 1.0 0.9559 23.56 

C.4 Synch. generator 6.100 MVA 17 0.01870 1.001 0.9941 95.11 

C.5 Ind. generator 5.673 MVA 17 0.08120 1.0 0.9675 78.79 
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C.6 PVs and Capacitors 
5.467 MW and 

2.599 MVAr 
17 and 17 0.01850 1.0 0.9933 95.17 

C.7 Capacitors  and Ind. generator 
2.769 MVAr, 

2.600 MVA 
17 and 18 0.01870 1.0 0.9938 95.11 

 

Table 5. Proposed method compared with PSO for 33-bus system 

Type of DG 

Technique 

Particle swarm optimization Particle swarm optimization 

Vmin Vmax MW Loss 
% Loss 

Reduction 
Vmin Vmax MW Loss 

% Loss 

Reduction 

PVs 0.9502 1 0.115 45.36 0.9503 1 0.11304 46.43 

Capacitors 0.92 1 0.151 28.26 0.9280 1 0.14184 32.78 

Synch. gen. 0.957 1.0002 0.0679 67.74 0.9639 1.002 0.0673 68.10 

PVs and 

Capacitors 
0.957 1.0002 0.058 72.44 0.9557 1 0.05631 73.31 

 

Table 6. Proposed method compared with PSO for 69-bus system 

Type of DG 

Technique 

Particle swarm optimization Proposed method 

Vmin Vmax 
MW 

Loss 

% Loss 

Reduction 
Vmin Vmax MW Loss 

% Loss 

Reduction 

PVs 0.968 1.00 0.083 62.93 0.9712 1.00 0.08387 62.72 

Capacitors 0.930 1.00 0.152 32.11 0.9289 1.00 0.15987 28.95 

Synch. gen. 0.972 1.00 0.023 89.73 0.9743 1.00 0.02097 90.68 

PVs and 

Capacitors 
0.972 1.00 0.023 89.73 0.9743 1.00 0.02097 90.68 

 

Table 7. Proposed method compared with an analytical technique [19] 

System for 

test 

Technique 

Analytical Proposed method 

Location 
DG Size 

(MW) 

MW 

Loss 

Loss Reduction 

(%) 
Location 

DG 

Size 

(MW) 

MW 

Loss 

Loss Reduction 

(%) 

12-Bus 9 0.227 0.0113 45.41 9 0.239 0.0105 49.28 

69-Bus 61 1.808 0.0920 59.11 61 2.604  0.08387 62.72 

 

 

4.4 LESCO’s Radial Distribution Feeder 

This test feeder, known as Sheikh Zaid feeder and 

operated by LESCO, emanates from 132/11 kV grid station 

located in Larkana city in Pakistan. Its single line diagram is 

shown in Fig. 6. This 11 kV feeder has 39 buses with total real 

and reactive power demand of 6.268 MW and 3.035 MVAr, 

respectively. The power loss for this feeder is 0.3828 MW. 

This feeder constitutes of four different conductors. Table 4 

shows the information about power loss and optimal positions 

and capacities of DGs either placed one at a time or 

simultaneously. The voltage appeared on each bus in each DG 

placement case is depicted in Fig. 7. The synchronous 

generator alone yields better voltage profile as compared to 

any other individual DG or their combination. However, 

simultaneous placement of capacitors with induction 

generator or PV units yields comparable results to the 

placement of synchronous generator.  
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Figure 6. Single line diagram of a LESCO’s radial distribution 

feeder 

 

 

Figure 7. Voltage profile of LESCO feeder 

4.5 Comparison of the Proposed Methodology with other 

Techniques  

This work uses chaos-assisted GSA for calculation of 

optimal position and capacity of DGs aiming to reduce power 

loss and voltage deviation. The proposed approach is 

compared with PSO [17] and an analytical technique 

presented in [19]. The comparison considers results of 12-bus, 

33-bus and 69-bus systems for three types of DGs whether 

placed individually or simultaneously summarized in Tables 

5-7.   

Tables 6 and 7 demonstrate the comparison of PSO and 

the proposed technique for 33 and 69 bus systems, 

respectively. Tabulated results show chaos-assisted GSA to 

provide improved results over PSO techniques. Additionally, 

simultaneous placement of DGs is found advantageous to 

individual DG placement for both optimization techniques. 

Despite its wide applicability and increased use in modern 

optimization problems, PSO could not outperform the 

proposed GSA. The reasons may include: 

1. PSO only considers two best positions whereas, GSA 

considers the influence of all other agents on a single 

agent to determine its direction [21]. 

2. Updating in GSA is much more efficient as compared to 

PSO as GSA considers the quality of solutions by 

comparison of their fitness values, unlike PSO. In 

addition, GSA ponders on the distance between objects 

for updating contrary to PSO [32]. 

3. The proposed GSA benefits from chaotic dynamics of the 

logistic equation which help it to avoid local maxima and 

premature convergence [26], [33]. 

Table 7 provides the comparison of analytical technique 

[19] with the proposed GSA technique for 12-and 69-bus 

systems, indicating the better performance of the proposed 

technique. 

5. Conclusion 

In this work, a methodology for simultaneous multi-DG 

sizing and placement is presented with a goal of improvement 

in power system efficiency and voltage profile. The proposed 

approach is applied to optimally assign sizes and locations for 

different types of DGs on three standard test systems and a 

LESCO’s 39-bus practical feeder.  

It is observed that there is a substantial reduction in power 

loss and voltage deviation across the power system due to 

proper sizing and placement of DGs. Further, a combination 

of various types of DGs results in better performance of a 

power system. The obtained results are compared with other 

techniques, and it is shown that proposed technique yields 

better results while observing all the constraints. A 

consideration of socio-political and (or) socio-economic 

constraints in problem formulation could be an interesting 

topic for future research. 
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