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Abstract - This work proposes an Interconnection and Damping Assignment Passivity Based Control (IDA-PBC) to enhance power quality of an islanded Micro-grid (MG) including a photovoltaic main source (PV) and a Li-ion battery based Energy Storage System (ESS). In this MG, the PV generator-unit is controlled to provide its maximum power and the ESS-unit is controlled to ensure the desired voltage waveform at the Point of Common Coupling (PCC) and to support the PV source in order to satisfy the local loads. The IDA-PBC approach is chosen for its proprieties which allow the synthesis of asymptotically stable controllers for passive systems by the mean of the power system energy. In fact, the damping and interconnection coupling matrices of the IDA-PBC controller allows additional degree of freedoms in comparison to classical passivity controllers that enhance the convergence rapidity and the robustness under uncertainties. The mathematical model of the PV source and the Li-ion battery based ESS are presented. The power interface circuits are firstly represented through Park-Coordinates then expressed in a Port-Controlled Hamiltonian (PCH) form. The obtained models are used to the design of the proposed IDA-PBC controller where the stability conditions are checked. The proposed control validity and performance are verified through comparison simulation tests with a conventional Proportional-Integral (PI) based control strategy. The obtained results show that the proposed control algorithm allows reducing the current and voltage overshoots under transient’s conditions in comparison to the PI controller. Furthermore, the proposed control achieves better voltage waveform at the PCC in steady state.
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Nomenclature

<table>
<thead>
<tr>
<th>IDA-PBC</th>
<th>Q</th>
<th>The battery capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interconnection and Damping Assignment Passivity Based Control</td>
<td>i*</td>
<td>The filtered battery current.</td>
</tr>
<tr>
<td>MG</td>
<td>A_p</td>
<td>The exponential zone time constant inverse</td>
</tr>
<tr>
<td>Micro-Grid</td>
<td>R_b</td>
<td>The battery internal resistance.</td>
</tr>
<tr>
<td>PV</td>
<td>i_batt</td>
<td>The current at the output of the battery</td>
</tr>
<tr>
<td>Photovoltaic</td>
<td>P_C</td>
<td>The polarization resistance</td>
</tr>
<tr>
<td>ESS</td>
<td>SOC</td>
<td>State of Charge</td>
</tr>
<tr>
<td>Energy Storage System</td>
<td>P&amp;O</td>
<td>Perturb and observe</td>
</tr>
<tr>
<td>PCC</td>
<td>NiCd</td>
<td>Nickel-cadmium battery</td>
</tr>
<tr>
<td>Point of Common Coupling</td>
<td>NiMH</td>
<td>Nickel-metal hydique battery</td>
</tr>
<tr>
<td>PCH</td>
<td>T, E</td>
<td>Temperature, Illuminance</td>
</tr>
<tr>
<td>Port-Controlled Hamiltonian</td>
<td>V_{cell}, I_{cell}</td>
<td>Voltage and current output of the solar cell</td>
</tr>
<tr>
<td>PI</td>
<td>R_s, R_sh</td>
<td>Series and shunt resistance of the PV cell</td>
</tr>
<tr>
<td>Proportional Integral controller</td>
<td>V_r</td>
<td>The thermal voltage</td>
</tr>
<tr>
<td>AC</td>
<td>V_{pv}, I_{pv}</td>
<td>The panel voltage and current output</td>
</tr>
<tr>
<td>Alternative current</td>
<td>R_{text}</td>
<td>The polarization constant</td>
</tr>
<tr>
<td>CO2</td>
<td>V_{batt}</td>
<td>The battery constant and output voltage</td>
</tr>
<tr>
<td>WT</td>
<td>E_{text}</td>
<td>The thermal voltage</td>
</tr>
<tr>
<td>Renewable energy system</td>
<td></td>
<td>The polarization constant</td>
</tr>
<tr>
<td>K</td>
<td></td>
<td>The battery constant and output voltage</td>
</tr>
</tbody>
</table>


The widespread of renewable energy systems was motivated by environmental, economic and social strategies[1] which allow decreasing the CO2 emission, reducing the cost of energy production and improving the power quality and reliability [2]. These systems are deployed commonly as distributed generators (DG) and use diverse sources of energy [3], particularly those based on renewable energy. Among them, wind turbines (WT) and photovoltaic (PV) are the most important and used ones[4]. A cluster of these systems is defined as a MG that can operate either in grid-connected and standalone modes [5]. Indeed, thanks to the technological development progress in power converters and their control, the use of renewable energy systems (RESs) has become a key point in the development of MG [6]. However, the weather intermittence of renewable energy still presents the major handicap that may cause problems concerning stability and reliability [7]. To overcome these problems, the employ of energy storage systems (ESSs) represents an effective solution that let a flexible use and better controllability for the whole MG system[8]. Therefore, a coordinated control technique is commonly recommended to ensure the storage energy balance between ESS and the RESs to improve the micro grid’s stability and reliability[9], [10].

To ensure the power quality requirements, the development of enhanced load voltage control techniques for DG systems is considered in many research works. Among others, the predictive control methods [11], the nonlinear control techniques [12] and the classical multi-loop control techniques [13], [14]. The cascaded structure using two nested PI controllers is cheap and easy to implement but needs to be linearized around the operating point. Under critical load conditions, this linearization can induce system saturation and hence reduce its stability margin [15]. To overcome the restrictions of linear controllers and ensure enhanced power quality in very large operating conditions, nonlinear control techniques are commonly used in the literature. Among these controllers we find the Feedback Linearization Control (FLC) [16], [17], backstepping [18] and Sliding Mode Control (SMC) [19], [20]. Despite the high reference tracking capacity provided using these controllers, some brittleness’s are noted. For example, the FLC uses derived feedback variables that make weak the control performances at the transient instants. Moreover, this control can bother the system stability due to the zero dynamic that it can introduce to the system. SMC laws are usually built across an equivalent control base on the model and a nonlinear component presenting the correction terms. Although, the nonlinear correction term that ensure the robustness introduce chattering problems that can damage the system reliability. Recently, following the development of powerful processors and calculators, control techniques using learning methods like the interactive learning control [21] and the neural network control [22] have been implemented. However, these techniques are mostly used in systems with a slow dynamic response due to the time consumed by its complex learning algorithm. Other researchers have preferred predictive control techniques [23]. These control methods are simple to implement, permit fast dynamic response and ensure flexible operations in front of various constraints and objectives [24], [25]. However, due to the employ of nonconstant switching frequency in predictive control technique, an undesirable resonance can appear.

To enhance the system robustness in transient states, the feature of this paper is to propose a robust nonlinear controller based on the Interconnection and Damping Assignment Passivity Based Control (IDA-PBC) method for systems described by Port-Hamiltonian models. In this context, the Hamiltonian function represents usually the energy of the physical system and can be viewed as a Lyapunov
2.1. The employ of this approach is motivated by its properties allowing the synthesis of control laws guaranteeing the stability of the system by ensuring the convergence of its energy to the desired equilibrium point. For instance, it was used in [28] to control the output voltage of a boost DC-DC converter and in [29] for the control of a solid-state transformer. The design methodology of this control involves two principal steps: first, proposing a desired Hamiltonian function which ensures the control dynamic properties, and then synthesizing the control law by solving the matching equation.

This paper is organized as follows. In Section 2, the system modeling of each distributed generator unit and then the used model in PCH form is presented. In the third Section the synthesis of the proposed control scheme is derived. Section 4 introduces a classical PI controller in order to provide a comparative analysis. To prove the efficacy of the proposed controller, detailed simulation results are presented and debated in Section 5. Finally, a general conclusion is given in Section 6.

2. System modeling

This section presents a brief description of the studied system “Fig.1”. It is composed of two distributed generators that share the supply of a common load at the PCC. In this system the PV generator injects its maximum power to the MG while the ESS controls the voltage and frequency at the PCC bus.

![Fig. 1. Architecture of the islanded micro grid.](image)

The following paragraphs introduces the PV and battery source models.

2.1. Battery model

The used storage system is a Li-ion Battery, this choice is driven because this technology shows a good efficiency and density compared to other usual battery like (NiCd and NiMH) [30], [31]. These advantages make it progress its demand for advanced applications like in smart networks.

The model of the used battery is expressed in the following “Eq. (1)”. It is composed of a constant voltage with an additional term representing the expression of battery discharge to better represent the effect of State of charge (SOC) on the battery efficiency. On the other side, instead of the real current of the battery and in order to achieve the stability, a filtered current is recommended to highlight the polarization resistance. These parameters can be derived easily from the battery datasheets or using standard dynamic test.

\[
V_{\text{batt}} = E_0 - K \frac{Q}{Q - it_{\text{filtered}}} - R_b \cdot I_{\text{batt}} + A_b \cdot \exp(-B \cdot it) - K \frac{Q}{Q - it} + \frac{Q}{Q - it} \cdot i^* \quad (1)
\]

where,

- \( E_0 \) (in volt): is the battery constant voltage.
- \( K \) (in volt per ampere-hour): is the polarization constant.
- \( Q \) (in A.h): is the battery capacity.
- \( i^* \) (in A): is the filtered battery current.
- \( it \) (in A.h): is the actual battery charge.
- \( A_b \) (in A.h-1): is the exponential zone time constant inverse.
- \( R_b (\Omega) \): is the battery internal resistance.
- \( I_{\text{batt}} (A) \): is the current at the output of the battery

The term \( K \left( \frac{Q}{Q - it} \right) \), in the previous expression, designs the polarization voltage while the \( \left( K \frac{Q}{Q - it} \right) \) is the polarization resistance \( Pol_{\text{res}} \).

During the step of charging, the battery voltage increase brusquely from the fully charge. This comportment is indicated by modifying the polarization resistance presented in “Eq.(2)”.

\[
Pol_{\text{res}} = K \left( \frac{Q}{it - 0.5} \right) \quad (2)
\]

The following “Fig. 2” presents the implemented model in Matlab/Simulink of the used energy storage system.

![Fig. 2. Li-ion battery model.](image)

2.2. PV panel model

The used PV panels are formed of several connected electrical solar cells. These cells are connected in particular way to reach the desired current and voltage as well as the desired rated power of the panel. In this work, the PV panel is considered as an input source that supply the AC load. The exceeded power is used to charge the used battery.
For simplest PV cell modeling purposes, the basic model usually employed in the literature is adopted. In which, the temperature effect and the dynamic due to semiconductor’s junctions are neglected. The model is basically composed of P-N diode junction and it is presented in “Fig.3” [32].

The proposed model can be mathematically described using the following electrical equation

\[ I_{cell} = I_{ph} - I_{p} \left( \frac{V_{cell} + I_{cell}R_{s}}{V_{t}} - 1 \right) - \frac{V_{cell} + I_{cell}R_{s}}{R_{sh}} \]

where \( I_{ph} \) represents the photocurrent source generated proportionally by the surface isolation and the temperature. \( V_{cell} \) and \( I_{cell} \) denote respectively the output voltage and output current of the solar cell. \( R_{s} \) and \( R_{sh} \) represent respectively the series and shunt resistance of the model and \( V_{t} \) represent the thermal voltage (depending on temperature).

By solving the previous equation using “W Lambert” technique the simplified model formalism can be expressed using the current and voltage output as follow.

\[ I_{cell} = \frac{V_{t}}{R_{s}} \left( \frac{I_{ph} + I_{0}}{V_{t}} - \frac{V_{cell}}{V_{t}} \right) - \frac{V_{cell} + I_{cell}R_{s}}{R_{sh}} \]

\[ W = \frac{I_{cell}R_{s}}{V_{t}} \left( \frac{V_{cell} + I_{cell}R_{s}}{V_{t}} \right) - R_{f}I_{cell} \]

Thus, the photovoltaic voltage and current at the terminal of the PV panel are expressed respectively as \( V_{pp} = N_{p}V_{cell} \) and \( I_{pp} = N_{p}I_{cell} \), where \( N_{s} \) and \( N_{p} \) are respectively the number of series and parallel photovoltaic cell.

The following “Fig. 4” represents the characteristic \( P_{pp} = f(V_{pp}) \) for the used PV generator characterized with a rated power of 4.3kW. These characteristics are obtained in standard conditions (illumination \( E=1000W/m^{2} \) and a temperature \( T=25^\circ C \)).

This photovoltaic generator is connected to the load via a stage of boost converter allowing the adaptation of the impedance by the use of a maximum power point tracker algorithm (MPPT).

After describing and modeling the two used generator systems, the next subsection presents the modeling of the used power systems allowing the application of the proposed control.

2.3. Port-Hamiltonian modeling of the system

The circuit-scheme of the studied system is presented in “Fig. 5”, in which, two DGs share the supplying of a common load. The first DG, on the left of the scheme, is used to control the voltage applied to the load. It is composed of a storage system connected to a three-phase inverter then to the load through an LC filter and a line impedance modeled by an inductance \( L_{L} \) in series with a resistor \( R_{L} \). In this model, \( L_{f1} \) and \( R_{f1} \) represent respectively the first DG per-phase inductance and its internal resistance where \( C_{f} \) denote the filter capacitor. The second DG is composed of a photovoltaic generator connected to the PCC via a three-phase inverter then an inductance \( L_{f2} \) in series with a resistor \( R_{f2} \). The line impedances that model the connection linking the used DG2 to the PCC are neglected since the used generators are supposed locally installed.

The objective of the proposed control is to regulate the voltage at the output of each inverter and ensure the power management between the energy produced by the PV panels and the energy available in the storage system.

The applied control for each DG unit is a low-level control. It allows to regulate the voltage at the PCC and ensure the power management between the PV panels and the ESS.
Fig. 5. Control block diagram using the passivity based control for PV panels and ESS systems.

a. Modeling of the ESS unit (DG1)

For the DG1 using the storage system, the dynamic model in the Park frame is presented in “Eq. (5)”. The used system modeling in the synchronous rotating “dq” reference frame is employed to perform the analysis and the control of the studied system.

\[
\begin{align*}
L_f i_{d1}/dt &= -R_f i_{d1} + L_f \omega i_{q1} + v_{d1} - v_{cd1} \\
L_f i_{q1}/dt &= -R_f i_{q1} - L_f \omega i_{d1} + v_{q1} - v_{cq1} \\
C_f &= i_{d1} - i_{cd1} + C_f \omega v_{q1} \\
C_f &= i_{q1} - i_{cq1} - C_f \omega v_{d1}
\end{align*}
\]

In these equations, \(i_{d1}\) and \(i_{q1}\) represent the dq-components of the real current \(i_{d1}, i_{q1}\) and \(i_{cd1}, i_{cq1}\). \(v_{d1}\) and \(v_{q1}\) are the inverter output voltages in the dq-framework, \(\omega\) denote the angular frequency, \(v_{cd1}, v_{cq1}\) and \(i_{cd1}, i_{cq1}\) are respectively the dq-components of the filter output voltages and the filter output currents of the DG1.

Before synthesizing the controller based in IDA-PBC, the system modeling presented in “Eq. (5)”, should be converted to the Port Controlled Hamiltonian model. This form, expressed in “Eq. (6)”, allows thanks to its geometric structure, the synthesis of a stable and efficient control [33].

\[
\begin{align*}
\dot{x} &= [\mathcal{J}(x) - \mathcal{R}(x)] \frac{\partial H(x)}{\partial x} + g(x)u + d \\
y &= g^T(x)\xi
\end{align*}
\]

This model arises from the Euler-Lagrange equations and represents its point of departure. where \(x \in \mathbb{R}^n\) is the vector of state variables, \(u \in \mathbb{R}^m\) is the control action; \(m < n\); \(H: \mathbb{R}^n \to \mathbb{R}\) represents the total energy stored in the system and \(d\) is a vector equivalent to the external perturbations. The control input \(u(x)\) must satisfy the following inequality.

\[
\frac{\partial H(x)}{\partial x} \leq u^T \gamma; H(x) \geq 0
\]

where \(H\) satisfies \(H(0) = 0\) for all \(x_0\) representing the initial state space conditions.

These conditions assure that the received energy is always greater or equal to the inner energy initially stored on it.

\(\mathcal{R}(x) = \mathcal{R}^T(x) \geq 0\) and \(\mathcal{J}(x) = -\mathcal{J}^T(x)\) are respectively the natural interconnection and damping matrices and \(y \in \mathbb{R}^m\) is the outputs vector.

Converting “Eq.(5)” to the PCH form given in “Eq.(6)” is ensured by taking

\[
\begin{align*}
&x_1 = [x_1, x_2, x_3, x_4]^T \\
&\frac{\partial H_1(x)}{\partial x} = [i_{d1}, i_{q1}, v_{cd1}, v_{cq1}]^T \\
u_1 = [v_{d1}, v_{q1}]^T \\
d_1 = [0, -i_{cd1}, -i_{cq1}]^T
\end{align*}
\]

In otherwise, the vector presented in “Eq.(8)” can be expressed differently as showing in the following “Eq.(12) ”

\[
x = Q [i_{d1}, i_{q1}, v_{cd1}, v_{cq1}]^T
\]

where matrix \(Q = \text{diag} \{L_f, L_f, C_f, C_f\}\). The vector \(x\) can be related to the energy function by “Eq.(13)”

\[
H(x) = \frac{1}{2} x^T Q^{-1} x
\]

The candidate energy function \(H_1(x)\) of the studied system is presented in “Eq.(14)”, where it is composed of the sum of the stored energy on each LC filter component.

\[
H_1(x) = \frac{1}{2} L_f \dot{i}_{d1}^2 + \frac{1}{2} L_f \dot{i}_{q1}^2 + \frac{1}{2} C_f \dot{v}_{cd1}^2 + \frac{1}{2} C_f \dot{v}_{cq1}^2
\]

This allows to have \(\mathcal{J}_1(x)\) according to the form presented in “Eq.(6)”:

\[
\mathcal{J}_1(x) = \begin{bmatrix}
0 & L_f \omega & -1 & 0 \\
-1 & 0 & 0 & -1 \\
0 & 1 & -C_f \omega & 0
\end{bmatrix}
\]
DG is expressed in "Eq. (42)

\[ L \]

where

\[ g(z^\text{2}) = \left[ \begin{array}{c} 1 \\ 0 \\ 0 \\ 0 \\ 0 \end{array} \right] \]  

(17)

b. Modeling of the PV unit (DG)

The model of the second DG is composed only by an inductance relaying the inverter to its PCC. In this case, the applied control is composed of one control loop in which the current control loop allows the management of the power.

The PV system modeling in the "dq" framework is presented in the following "Eq.(18)"

\[ L \frac{di_2}{dt} = -R_f i_2 + L_f i_2 + i_3 + v_{d2} - v_{C2} \]

\[ L \frac{di_2}{dt} = -R_f i_2 - L_f i_2 + i_3 + v_{d2} - v_{C2} \]

(18)

To assure the current control of this model by using the IDA-PBC control, the model of "Eq.(18)" must be differently expressed to had the form presented in equation "Eq. (6)".

where

\[ x_2 = [x_{i2} \ x_{i3}]^T = [L_{f2} i_2 \ L_{f2} i_2] \]

\[ \frac{\partial H_2(x)}{\partial x} = [i_2 \ i_2]^T \]

\[ u_2 = [v_{d2} \ v_{d2}]^T \]

\[ d_2 = [-v_{C2} \ -v_{C2}]^T \]

(19) (20) (21) (22)

Composed by the addition of the stored energy in the inductance, the candidate energy function \( H_2(x) \) of the second DG is expressed in "Eq.(23)"

\[ H_2(x) = \frac{1}{2} L_{f2} i_2 + \frac{1}{2} L_{f2} i_2 \]

(23)

where

\[ J_2(x) = \left[ \begin{array}{cc} 0 & L_{f2} \omega \\ -L_{f2} \omega & 0 \end{array} \right] \]

\[ R_2(x) = \left[ \begin{array}{cc} R_{f2} & 0 \\ 0 & R_{f2} \end{array} \right] \]

\[ g_2(x) = \left[ \begin{array}{c} 0 \\ 0 \end{array} \right] \]

(24) (25) (26)

3. Proposed controller design

a. Conventional IDA-PBC Approach

Ones the system is modeled in the PCH form, the controller can be synthesized. This section presents the design steps of the proposed (IDA-PBC). This process can be described in two steps. Firstly, the designer proposes a desired system function presented under its Hamiltonian form. Secondly, he calculates the control law that will be implemented.

The objective of the proposed control is to design a state-feedback control \( u = \beta(x) \) such that the dynamics of the closed-loop system can guarantee the PCH form while stabilizing the system around the desired equilibrium point \( x^* \). This objective is ensured by assigning in the closed-loop, a desired energy function \( H_d(x) \) by modifying the interconnection and damping matrices.

\[ \dot{x} = [J_d(x) - R_d(x)] \frac{\partial H_d(x)}{\partial x} \]

(27)

The index ‘d’ defines the desired quantity, where \( J_d(x) = -\dot{J}_d(x) \) and \( R_d(x) = \dot{J}_d(x) \geq 0 \) are respectively the desired interconnection and damping matrices. The desired energy function must have a strict minimum at the desired equilibrium point. For more detail, the procedure description is presented in [26]. It shows that for the assumed matrices defining the model: \( J(x), R(x), H(x), \) and \( g(x) \) and for the desired equilibrium point \( x^* \), it is likely to define a functions \( J_d(x) \) and \( R_d(x) \) representing respectively the effect of the applied controls in the form of the interconnection and damping matrices with a vector function \( K(x) \) that satisfy the matching equation “Eq.(28)” and the proprieties presented in Table 1 [29]. In this level of approach, the letter ‘a’ stand for the assigned term.

\[ \{[J(x) + J_d(x)] - [R(x) + R_d(x)]\}K(x) \]

\[ = [J_d(x) - R_d(x)] \frac{\partial H_d(x)}{\partial x} \]

\[ + g(x) \beta(x) + d \]

(28)

Solving the previous matching equation allows to get the applied control to the system, where the state feedback control \( u = \beta(x) \), can be attained through the matrices \( J_d(x), R_d(x), \) and the vector function \( K(x) \).

Table 1. Stability properties

<table>
<thead>
<tr>
<th>Structure preservation</th>
<th>( \mathcal{R}_d(x) = \mathcal{R}(x) + \mathcal{R}_a(x) = \mathcal{R}_d^\alpha(x) \geq 0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integibility:</td>
<td>( \frac{\partial K(x)}{\partial x} = \frac{\partial K(x)}{\partial x} )</td>
</tr>
<tr>
<td>Equilibrium assignment</td>
<td>( \frac{\partial H_d(x^*)}{\partial x} = 0 )</td>
</tr>
<tr>
<td>Lyapunov stability</td>
<td>( \frac{\partial^2 H_d(x^*)}{\partial x^2} &gt; 0 )</td>
</tr>
<tr>
<td>Invariance of the equilibrium point</td>
<td>( -\frac{\partial H_d(x^<em>)}{\partial x} \mathcal{R}_d(x^</em>) \frac{\partial H_d(x^*)}{\partial x} \leq 0 )</td>
</tr>
</tbody>
</table>
The assigned energy in the system must be defined as specified in “Eq. (34)” and “Eq. (35)”. 
\[
\frac{\partial H_a}{\partial x} = K(x) 
\]
\[
\frac{\partial H_a}{\partial x} = K^2 = \frac{-1}{L_{f2}} x_{12} - \frac{1}{L_{f1}} x_{22} \tag{39}
\]
It can be seen that K1 and K2 satisfies “Eq.(30)” of integrability.

Formally, to preserve the original PCH form of the interconnection and damping matrices, the candidate desired matrices for DG1 can be expressed as:
\[
\begin{bmatrix}
-a_{11} & 0 & a_{13} & 0 \\
0 & -a_{22} & 0 & a_{24} \\
a_{31} & 0 & -a_{33} & 0 \\
0 & a_{42} & 0 & -a_{44}
\end{bmatrix}
\tag{40}
\]
where \(a_{13} = -a_{31}, a_{24} = -a_{42}\) and \(a_{ii} \geq 0\) with \(i = \{1, 2, 3, 4\}\).

Concerning the DG2, it can be expressed like shown in the following “Eq.(41)”
\[
\begin{bmatrix}
-b_{11} & 0 \\
0 & -b_{22}
\end{bmatrix}
\tag{41}
\]
The last step of the control synthesis is to calculate the control laws. These controls are obtained by solving the matching equations “Eq. (28)”.

To conclude, two control in nested loops are to be defined for the DG1 that use the storage system: An outer loop that generates the line current references in the dq- framework and described in “Eq.(42)”:
\[
i_{d1} = i_{d1} - C_{f1} \omega v_{c1} - a_{33} (v_{cd1} - v'_{cd1})
\]
\[
i_{q1} = i_{q1} + C_{f1} \omega v_{c1} - a_{44} (v_{cq1} - v'_{cq1})
\tag{42}
\]
And an inner loop presented by “Eq.(43)” that creates the input voltage references of the inverter.
\[
v_{cd1} = -a_{11} (i_{d1} - i'_{d1}) + v_{d1} - R_{f1} i_{d1} + L_{f1} \omega i_{q1}
\]
\[
v_{cq1} = -a_{22} (i_{q1} - i'_{q1}) + v_{q1} - R_{f1} i_{q1} - L_{f1} \omega i_{d1}
\tag{43}
\]
For the second DG only one control loop is applied which ensure the currents regulation. The same procedure is applied and the control laws are:
\[
v_{cd2} = -b_{11} (i_{d2} - i'_{d2}) + v_{d2} - R_{f2} i_{d2} + L_{f2} \omega i_{q2}
\]
\[
v_{cq2} = -b_{22} (i_{q2} - i'_{q2}) + v_{q2} - R_{f2} i_{q2} - L_{f2} \omega i_{d2}
\tag{44}
\]
The “dq” current references applied to this loop are obtained from the power transfer flow. It allows getting the better management of the power between the two connected DGs to better share the available power.

The power flow in the second DG justify the following system expression.
\[
P_{pv} = v_{cd1} i_{d1} + v_{cq1} i_{q1} + R_{f1} (i_{d1}^2 + i_{q1}^2)
\]
\[
Q_{pv} = v_{cq1} i_{d1} - v_{cd1} i_{q1} + L_{f1} \omega (i_{d1}^2 + i_{q1}^2)
\tag{45}
\]
In witch, \(P_{pv}\) and \(Q_{pv}\) represent respectively the active and reactive power at the output of the PV source by using the MPPT algorithm. In the second DG, Neglecting the resistance \(R_{f2}\) and the impedance \(L_{f2}\) allows solving the system of equations “Eq.(45)”.

The obtained current references are
presented in “Eq. (46)” and “Eq. (47)”. It is obtained by assuming
\[ i_{q2} = i_{d2}^* = \frac{P_{PV} \cdot v_{CQ1}^* + Q_{PV} \cdot v_{CQ1}^*}{v_{CQ1}^* + v_{CQ1}} \]
\[ i_{d2} = \frac{P_{PV} \cdot v_{CQ1}^* - Q_{PV} \cdot v_{CQ1}^*}{v_{CQ1}^* + v_{CQ1}} \] (46)

\[ i_{q2}^* = \frac{P_{PV} \cdot v_{CQ1}^* + Q_{PV} \cdot v_{CQ1}^*}{v_{CQ1}^* + v_{CQ1}} \] (47)

4. Conventional PI Controller

To verify and prove the effectiveness of the proposed IDA-PBC controller, a PI controller with a decoupled technique to avoid the non-linearity of the systems is proposed. This control is based on two nested loops: an outer voltage loop and an inner current loop. The control laws of the inner and outer loops for DG1 are determined by the following expressions:

\[ i_{d1} = G_V(s) \left( v_{CD1} - v_{CD1} \right) + i_{d1} - C_f \omega v_{CQ1} \]
\[ i_{q1} = G_V(s) \left( v_{CQ1} - v_{CQ1} \right) + i_{q1} + C_f \omega v_{CQ1} \]
\[ v_{d1} = G_C(s) \left( i_{d1} - i_{d1} \right) + R_f i_{d1} - L_f \omega i_{q1} + v_{CD1} \]
\[ v_{q1} = G_C(s) \left( i_{q1} - i_{q1} \right) + R_f i_{q1} + L_f \omega i_{d1} + v_{CQ1} \] (48)

For DG2, the implemented control is composed of one loop presented in “Eq. (49)”.

\[ v_{d2} = G_C(s) \left( i_{d2} - i_{d2} \right) + R_f i_{d2} - L_f \omega i_{q2} + v_{CD2} \]
\[ v_{q2} = G_C(s) \left( i_{q2} - i_{q2} \right) + R_f i_{q2} + L_f \omega i_{d2} + v_{CQ2} \] (49)

In this equation, \( G_V(s) \) and \( G_C(s) \) represent the PI transfer functions of the outer and inner loops. The corresponding closed loop transfer functions of the inner \( H_{C1}(s) \) and outer loops \( H_{V1}(s) \)

\[ H_{C1}(s) = \frac{(k_{PC}/L_f)s + (k_{IC}/L_f)}{s^2 + (k_{PV}/L_f)s + (k_{IC}/L_f)} \] (50)

\[ H_{V1}(s) = \frac{(k_{PV}/C_f)s + (k_{IV}/C_f)}{s^2 + (k_{PV}/C_f)s + (k_{IV}/C_f)} \] (51)

Respectively for the current loop on DG2, \( H_{C2}(s) \) have the following expression:

\[ H_{C2}(s) = \frac{(k_{PC}/L_f)s + (k_{IC}/L_f)}{s^2 + (k_{PC}/L_f)s + (k_{IC}/L_f)} \] (52)

To ensure better rejection of the disturbance and avoid the interaction between the two control loops, the bandwidth of the outer loop (\( \omega_c \)) is fixed to be ten times less than the current loop (\( \omega_c \)). The used control is implemented by means of the pole placement technique. The used parameters for the inner and outer loops are calculated respectively as follow:

\[ k_{PV} = 2 mC_f \omega \]
\[ k_{IV} = C_f \omega_c^2 \] (53)

\[ k_{PC} = 2 mL_f \omega \]
\[ k_{IC} = L_f \omega _c^2 \] (54)

The inner loop bandwidth is set equal to 2000 rad/s, the outer loop bandwidth to 200 rad/s and the damping factor “\( m \)” is set to 0.7.

5. Simulation results

To validate the performance of the proposed control method, comparative simulation tests with a PI controller is performed using MATLAB/Simulink software. For this simulation test, two DG units composed of one PV source and an ESS that supply two local loads as shown in Fig. 7.

The rated power of each load is around 3kW and the test scenario is described as follow:

- For the supplied load:
  ➢ From \( t=0 \) to \( 0.15 \) s, the system supplies a load of 3 kW.
  ➢ From \( t=0.15 \) to \( 0.2 \) s, connection of the second load, the value of the local load is doubled to attend 6 kW.

- For the illumination profile:
  ➢ From \( t=0 \) to \( t=0.05 \) s, the PV panels receive an illumination of 750W / m².
  ➢ From \( t=0.05 \) to \( 0.1 \) s, decrease of the received illumination from 750 to 500W / m².
  ➢ From \( t=0.1 \) to 0.2 s, increase of the received illumination to reach 1000W / m².

Fig. 7. The electrical system used in the simulation.

Notice that for proposed tests are performed under following hypotheses:

- The battery state of charge is kept on the tolerable operating interval between 95% and 30% where the battery is not overcharged or discharged.
- The ambient temperature is considered equal to 25 °C.
- The dynamic due to semiconductor’s junctions on the PV panels are neglected.
The presented results illustrate only the power quality enhancement of the proposed control under short-time working operation.

The main specification of the used system and controller parameters are resumed in the following Table 2 and Table 3.

**Table 2. System parameters**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{f1} = L_{f2}$</td>
<td>3 mH</td>
</tr>
<tr>
<td>$R_{f1} = R_{f2}$</td>
<td>0.1 Ω</td>
</tr>
<tr>
<td>$C_f$</td>
<td>50 μF</td>
</tr>
<tr>
<td>$U_{batt}$</td>
<td>400V</td>
</tr>
<tr>
<td>Switching frequency</td>
<td>10 kHz</td>
</tr>
<tr>
<td>$P_{PV-nom}$</td>
<td>4.3 kW</td>
</tr>
</tbody>
</table>

**Table 3. Control parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{IV}$</td>
<td>2.82</td>
<td>$a_{11} = a_{22}$</td>
<td>10</td>
</tr>
<tr>
<td>$k_{PV}$</td>
<td>0.024</td>
<td>$a_{33} = a_{44}$</td>
<td>1</td>
</tr>
<tr>
<td>$k_{IC1} = k_{IC2}$</td>
<td>16922</td>
<td>$a_{13} = -a_{31}$</td>
<td>1</td>
</tr>
<tr>
<td>$k_{PC1} = k_{PC2}$</td>
<td>14.15</td>
<td>$a_{24} = -a_{42}$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b_{11} = b_{22}$</td>
<td>10</td>
</tr>
</tbody>
</table>

The used illuminance profile in this simulation is presented in the following Fig. 8.

![Fig. 8. Illumination profile.](image)

**Fig. 8. Illumination profile.**

- The PI and the proposed control performances are presented respectively in “Fig. 9-a” and “Fig. 9-b”. These figures present simultaneously the power at the output of the PV generator, the power of the energy storage system and the requested load power at the PCC.

- It can be seen that when the PV source produce enough power to ensure the needs of the loads, the excess power is stored in the used battery in order to charge it. Whereas, in the case where the power produced by PV panels is insufficient for the load demands, the used battery provides the missing power for the loads by discharging itself.

- As can be seen, the proposed control allows better disturbance rejection and a smoother power transition at the instant of start-up and the moment of load variation.

- “Fig. 10-a” and “Fig. 10-b” show respectively the currents in the ESS and the PV generator using the PI controller, compared to “Fig. 10-c” and “Fig. 10-d” that show the same measured variables when using the proposed controller.

- These two figures show that the currents in the PV generator and in the storage system using the conventional controller present a larger overshoot and a wide time response than those when employing the proposed IDA-PBC control. This observation is very much seen at the instance of load application ($t=0.15s$) as well as the startup time. Consequently, such overshoot affects the wave of currents and voltages of the load at the PCC bus as it is presented in “Fig. 11”.
The injected load currents and voltages are presented respectively in “Fig. 11-a” and “Fig. 11-b” for the PI controller and in “Fig. 11-c” and “Fig. 11-d” for the proposed IDA-PBC controller. These comparisons prove that using the proposed controller, we obtain the fast response time and the less overshot. It can be seen that for the voltage wave we can...
decrease the response time using the proposed controller from 7.4ms to 1.7ms in front of step load from 3kW to 6kW. At the same time, we can reduce respectively the voltage and current amplitude from 181.5V to 158.3V and from 30.16A to 26.14A at the instant of the disturbance. For the start-up time and thanks to the developed control, it is possible to reduce the response time from 11ms to 3.8ms.

In steady-state, it can be observed that the voltage THD rate obtained by the IDA-PBC controller is equal to 0.18% while that using PI controller is 0.4%, showing more the effectiveness of the proposed controller.

These results prove the effectiveness of the proposed control to get better power management between the PV generator and the Li-ion battery based Energy Storage System. It can be seen that the proposed control allows to improve the performance for the current and voltage responses by assuring low overshoot, short settling time and zero steady-state error.

### Discussion

The performances of the proposed IDA-PBC compared with the used PI controller are summarized in the following Table 4. As it can be appreciated, the IDA-PBC shows better performance compared to the classical PI controller. In steady-state, it can be observed that the voltage THD rate obtained by the IDA-PBC controller is equal to 0.18% while that using PI controller is 0.4%. These values are not excessive but it shows that the proposed controller achieves better voltage waveform. Also, it can be noticed that the disturbance rejection ability is enhanced with the proposed control scheme. It allows to have the short time response with the small overshoot at transient states.

![Table 4. PI and IDA-PBC controller performances](image)

<table>
<thead>
<tr>
<th>Regime</th>
<th>Test Specification</th>
<th>Controller</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steady state</td>
<td>Voltage THD</td>
<td>PCC</td>
</tr>
<tr>
<td></td>
<td>Current response time</td>
<td>ESS</td>
</tr>
<tr>
<td></td>
<td>PV</td>
<td>10ms</td>
</tr>
<tr>
<td>Dynamic tests</td>
<td>Current variation</td>
<td>ESS</td>
</tr>
<tr>
<td></td>
<td>∆I_{max} = (I_{max} - I_{ref})</td>
<td>PV</td>
</tr>
<tr>
<td>Start-up</td>
<td>Voltage response time</td>
<td>PCC</td>
</tr>
<tr>
<td>Step load</td>
<td>Current variation</td>
<td>ESS</td>
</tr>
<tr>
<td></td>
<td>∆I_{max} = (I_{max} - I_{ref})</td>
<td>PV</td>
</tr>
<tr>
<td></td>
<td>Voltage peak</td>
<td>PCC</td>
</tr>
<tr>
<td></td>
<td>∆V_{max} = (V_{PCC,max} - V_{PCC,ref})</td>
<td></td>
</tr>
</tbody>
</table>

### 6. Conclusion

This paper has presented a robust IDA-PBC control strategy to enhance the power quality of an islanded MG composed of a PV generator with a Li-ion battery based energy storage system. The PV source is controlled to provide its available maximum power to the local loads while the energy storage system is controlled to support the PV source and ensure voltage amplitude and frequency control at the PCC. The use of this passivity-based approach allows a physically interpretation of the control where the energy is shaped to converge asymptotically to the equilibrium reference. The structure of the IDA-PBC allows to ensure fast convergence while enhancing the robustness thanks to the damping and interconnection matrices. The ESS and PV sources are mathematically modeled then their power systems are formulated in the Hamiltonian form before synthesizing the used control laws. The proposed control stability is checked and its validity and performance are verified through comparative simulation tests with a conventional PI based control technique. The obtained results are analyzed. They illustrate that the proposed controller allows better disturbance rejection at transient conditions while ensuring a reduced voltage THD at the PCC under steady state operation.
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